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Structured Abstract 

• Background: Researchers have been working towards better 

understanding differences in professional disciplinary writing (e.g., 

Ewer & Latorre, 1969; Hu & Cao, 2015; Hyland, 2002; Hyland & 

Tse, 2007) for decades. Recently, research has taken important 

steps towards understanding disciplinary variation in student 

writing. Much of this research is corpus-based and focuses on 

lexico-grammatical features in student writing as captured in the 

British Academic Written English (BAWE) corpus and the 

Michigan Corpus of Upper-level Student Papers (MICUSP). The 

present study extends this work by analyzing lexical and cohesion 

differences among disciplines in MICUSP. Critically, we analyze 

not only linguistic differences in macro-disciplines (science and 

engineering), but also in micro-disciplines within these macro-

disciplines (biology, physics, industrial engineering, and 

mechanical engineering). 

• Literature Review: Hardy and Römer (2013) used a 

multidimensional analysis to investigate linguistic differences 
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across four macro-disciplines represented in MICUSP. Durrant 

(2014, in press) analyzed vocabulary in texts produced by student 

writers in the BAWE corpus by discipline and level (year) and 

disciplinary differences in lexical bundles. Ward (2007) examined 

lexical differences within micro-disciplines of a single discipline.  

• Research Questions: The research questions that guide this study 

are as follows: 

1. Are there significant lexical and cohesive differences between 

science and engineering student writing? 

2. Are there significant lexical and cohesive differences between 

micro-disciplines within science and engineering student 

writing? 

• Research Methodology: To address the research questions, 

student-produced science and engineering texts from MICUSP 

were analyzed with regard to lexical sophistication and textual 

features of cohesion. Specifically, 22 indices of lexical 

sophistication calculated by the Tool for the Automatic Analysis of 

Lexical Sophistication (TAALES; Kyle & Crossley, 2015) and 38 

cohesion indices calculated by the Tool for the Automatic Analysis 

of Cohesion (TAACO; Crossley, Kyle, & McNamara, 2016) were 

used. These features were then compared both across science and 

engineering texts (addressing Research Question 1) and across 

micro-disciplines within science and engineering (biology and 

physics, industrial and mechanical engineering) using discriminate 

function analyses (DFA). 

• Results: The DFAs revealed significant linguistic differences, not 

only between student writing in the two macro-disciplines but also 

between the micro-disciplines. Differences in classification 

accuracy based on students’ years of study hovered at about 10%. 

An analysis of accuracies of classification by paper type found 

they were similar for larger and smaller sample sizes, providing 

some indication that paper type was not a confounding variable in 

classification accuracy. 

• Discussion: The findings provide strong support that macro-

disciplinary and micro-disciplinary differences exist in student 

writing in these MICUSP samples and that these differences are 

likely not related to student level or paper type. These findings 

have important implications for understanding disciplinary 
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differences. First, they confirm previous research that found the 

vocabulary used by different macro-disciplines to be “strikingly 

diverse” (Durrant, 2015), but they also show a remarkable 

diversity of cohesion features. The findings suggest that the 

common understanding of the STEM disciplines as “close” bears 

reconsideration in linguistic terms. Second, the lexical and 

cohesion differences between micro-disciplines are large enough 

and consistent enough to suggest that each micro-discipline can be 

thought of as containing a unique linguistic profile of features. 

Third, the differences discerned in the NLP analysis are evident at 

least as early as the final year of undergraduate study, suggesting 

that students at this level already have a solid understanding of the 

conventions of the disciplines of which they are aspiring to be 

members. Moreover, the differences are relatively homogeneous 

across levels, which confirms findings by Durrant (2015) but, 

importantly, extends these findings to include cohesion markers. 

• Conclusions: The findings from this study provide evidence that 

macro-disciplinary and micro-disciplinary differences at the 

linguistic level exist in student writing, not only in lexical use but 

also in text cohesion. A number of pedagogical applications of 

writing analytics are proposed based on the reported findings from 

TAALES and TAACO. Further studies using different corpora 

(e.g., BAWE) or purpose assembled corpora are suggested to 

address limitations in the size and range of text types found within 

MICUSP. This study also points the way toward studies of 

disciplinary differences using NLP approaches that capture data 

which goes beyond the lexical and cohesive features of text, 

including the use of part-of-speech tags, syntactic parsing, indices 

related to syntactic complexity and similarity, rhetorical features, 

or more advanced cohesion metrics (latent semantic analysis, latent 

Dirichlet allocation, Word2Vec approaches).  

Keywords: corpus linguistics, disciplinary differences, natural language 

processing, STEM writing, writing analytics 

 

1.0 Background 

An early notion that underlined English for Academic Purposes (EAP) 

research was that a specific academic discipline (e.g., mechanical engineering or 

biology) could generally be associated with a narrow range of linguistic choices 
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(e.g., grammatical and lexical choices). A narrow range of features associated 

with a discipline would support the idea of discipline homogeneity, which could 

transfer into pedagogical interventions based on detailed knowledge of that 

academic discipline. However, in practice, early studies did not report strong 

differences between academic disciplines beyond specific grammatical features, 

such as passives or conditionals (Ewer & Latorre, 1969). 

Over the past several decades, as corpora of academic writing began to be 

considered and as research moved beyond grammar into discourse, lexical, and 

rhetorical patterns, numerous important disciplinary differences in academic 

discourse in English began to emerge. As a result, using linguistic features as 

quantified in text corpora to explore disciplinary differences in academic texts has 

become an important part of EAP research (Durrant, 2014, in press; Hyland, 

2002; Hyland & Tse, 2007). This large body of research on disciplinary 

differences has shown that differences often extend to micro-disciplines (i.e., 

disciplines within disciplines), often in dramatic ways. For instance, Ozturk 

(2007) studied differences between the move structure in published research 

article introductions within the micro-disciplines of second language acquisition 

and second language writing. The two micro-disciplines seemed to display 

different and almost unrelated move structures, which he suggested reflected the 

difference between established and emerging fields. In a similar fashion, Hu and 

Cao (2015) reported large differences in metadiscourse use between qualitative 

and quantitative research paradigms in published papers from three social science 

micro-disciplines (education, applied linguistics, and psychology).  

However, when compared to professional writing, disciplinary differences 

in student writing corpora have not received similar attention and scope. Apart 

from comparisons of student and professional academic writing (Cortes, 2004; 

Hyland, 2008) and speaking (Biber et al., 2004), there has been relatively little 

research on disciplinary variation in student texts. Recent studies have started to 

address this gap and have taken important steps towards better understanding 

student writing through corpus-based analyses based on corpora such as the 

British Academic Written English (BAWE) corpus and the Michigan Corpus of 

Upper-level Student Papers (MICUSP; Durrant, 2014, in press; Hardy & Römer, 

2013; Nesi & Gardner, 2012). This line of research has extended to the analysis of 

differences in grammatical and lexical features of student texts across different 

disciplines.  

 

2.0 Literature Review 

Hardy and Römer (2013) used a multidimensional analysis to investigate 

linguistic differences across four general academic divisions represented in 

MICUSP: humanities and arts, social sciences, biological and health sciences, and 
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physical sciences. In this study, MICUSP texts were analyzed using the Biber 

Tagger, which assigns grammatical and syntactic tags to words and phrases. The 

tagger also includes semantic markers and some local cohesion features. Using 

output from the tagger, Hardy and Römer (2013) found that the four academic 

divisions and the disciplines within those divisions varied linguistically in a 

number of different ways. Student papers written in philosophy and education 

courses tended to be more involved (e.g., included many verbs and first and 

second person pronouns). In contrast, student papers written in physics and 

biology courses tended to be more informationally dense (e.g., included 

nominalizations, attributive adjectives, and relatively long words). 

Durrant (2014) analyzed texts produced by student writers for the 86 

“discipline levels” contained in the BAWE corpus. The discipline levels consisted 

of combinations of disciplines (e.g., agriculture, business, mathematics) and four 

student levels. He created discipline-specific frequency word lists for each level1 

and examined the extent to which words were shared across the disciplines. 

Durrant found that only about 50% of the words used were generic, indicating the 

other 50% were discipline-specific. An analysis of how discipline-specific words 

grouped together found that various levels of each discipline clustered based on 

vocabulary, indicating that discipline-specific vocabulary is not very diverse, 

although there were a few exceptions. Most of these exceptions were at the post-

graduate level indicating that, in some cases, post-graduate writing diverges 

lexically from undergraduate writing. However, overall, Durrant reported that 

students in different disciplines of the same level were homogenous in their 

vocabulary use. 

In a second study, Durrant (in press) analyzed disciplinary differences in 

lexical bundles (i.e., four-word sequences or quad-grams) in the BAWE corpus. 

Durrant examined 285 authors in 24 different disciplines using discipline-specific 

quad-gram frequency lists for each level.2 Comparing overlap between quad-gram 

use between writers across the queried disciplines within the BAWE corpus, 

Durrant found that almost all disciplines showed a higher level of overlap 

internally when compared with external disciplines, leading Durrant to claim that 

there was a high degree of homogeneity within disciplines. Durrant also reported 

greater homogeneity within some disciplines (e.g., physics, law, and economics) 

as compared to other disciplines (e.g., biological sciences, sociology, English). A 

follow-up analysis revealed differences in vocabulary use between soft sciences 

(e.g., law, English, classics) and hard sciences (engineering, chemistry, biological 

sciences).  

                                                 
1 The frequency lists were specific to the BAWE corpus and were not based on reference corpus 

(i.e., they were domain dependent). The frequency lists were also not based on lemmas. 
2 Like Durrant (2014), the frequency lists were specific to the BAWE corpus and were not based 

on a reference corpus. The frequency lists were also not based on lemmas. 
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Ward (2007) examined lexical differences within micro-disciplines of a 

single discipline. He conducted a corpus study of collocations in textbooks from 

five engineering micro-disciplines and reported large differences among the 

micro-disciplines, raising the question of whether or not there is a common 

engineering vocabulary. His findings allowed him to suggest collocations 

appropriate to each micro-discipline as a basis for teaching, in a manner similar to 

Grabowski (2015), who examined key words and n-grams specific to 

pharmaceutical discourse. 

 

3.0 Research Questions 

The present study extends previous analyses that have focused on student 

texts and differences in macro- and micro-disciplines. In contrast to previous 

studies, we use natural language processing (NLP) tools which allow us to 

examine not only lexical sophistication, which has been shown to be an important 

indicator of academic writing (Coxhead, 2000), but also text cohesion, which is 

an important component of larger discourse structures (McNamara, Kintsch, 

Songer, & Kintsch, 1996). Its inclusion addresses Flowerdew’s (2014) call to 

include linguistic features that go beyond lexis. Critically, we use corpora and 

NLP tools to not only analyze linguistic differences in macro-disciplines (science 

and engineering), but also in micro-disciplines within these macro-disciplines 

(biology, physics, industrial engineering, and mechanical engineering). Our goal 

is to examine if differences exist at both the macro- and micro-discipline level in a 

corpus of student writing.  

The research questions that guide this study are as follows: 

1.Are there significant lexical and cohesive differences between science 

and engineering student writing? 

2.Are there significant lexical and cohesive differences between micro-

disciplines within science and engineering student writing? 

 

4.0 Research Methodology 

4.1 Corpus  

For this analysis, we relied on the Michigan Corpus of Upper-level 

Student Papers (MICUSP; O’Donnell & Römer, 2012; Römer & O’Donnell, 

2011). MICUSP is a corpus of proficient student academic writing samples 

collected at the University of Michigan. It consists of 829 A-graded papers, 

making up about 2.6 million words, submitted by students (both native and non-

native speakers) from disciplines across four advanced levels of study: final year 

undergraduates, and first-, second-, and third-year graduate students. Writing 

samples come from sixteen different disciplines: biology, civil and environmental 

engineering, economics, education, English, history and classical studies, 

industrial and operations engineering, linguistics, mechanical engineering, natural 
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resources and environment, nursing, philosophy, physics, political science, 

psychology, and sociology. Papers span a range of text types, including 

argumentative essay, creative writing, critique, report, research paper, research 

proposal, and response paper (see also Ädel & Römer, 2012).  

From MICUSP, we selected science writing samples from biology (BIO) 

and physics (PHY) and engineering writing samples from mechanical engineering 

(MEC) and industrial and operations engineering (IOE). We selected these four 

disciplines because they represent two distinct areas of STEM research, natural 

sciences and engineering, and because, within each area, they provide clear 

distinctions between macro- and micro-disciplines. These four disciplines (BIO, 

PHY, MEC, and IOE) make up a MICUSP subcorpus of 162 papers and roughly 

470,000 words. Table 1 provides an overview of our MICUSP science and 

engineering subcorpus and reports, for each selected discipline, the number of 

papers, word counts, and average text length (with standard deviation). Table 2 

shows how the 162 MICUSP papers included in our analysis are distributed 

across paper types. As we would expect for science and engineering disciplines, 

the most common paper types students were asked to produce were report (69 of 

162 texts) and research paper (63 of 162 texts).  

 

Table 1 

 

Details of the MICUSP Subcorpora Used in this Study 
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Table 2 

 

Distribution of Papers Across Paper Types in MICUSP Subcorpus 

 
 

4.2 Analysis of Lexical Features 

 We used the Tool for the Automatic Assessment of Lexical Sophistication 

(TAALES; Kyle & Crossley, 2015) to assess lexical features. TAALES reports on 

136 indices of lexical sophistication. In practice, though, most of these variables 

are extremely similar and differ only in the databases they pull from or the 

manner in which the indices are calculated. For instance, TAALES calculates 36 

indices that measure word frequency. The frequency indices are derived from a 

number of different resources (i.e., the British National Corpus [BNC], the Brown 

Corpus, Kucera-Francis norm, Thorndike-Lorge norms, and the SUBTLEXus 

database). Each of these resources differs in terms of the corpora from which the 

frequency counts were derived. For instance, the BNC corpus is comprised of 100 

million words of written (90 million words) and spoken (10 million words) English from 

Great Britain, while the Thorndike-Lorge frequency counts are based on Lorge’s 4.5 

million-word corpus of popular magazine articles compiled in the 1940s. In practice, the 

36 frequency indices calculated by TAALES report on features that are construct-

similar, and selecting all the frequency indices would lead to statistical and 

theoretical redundancy in any developed models. For these reasons, we pre-

selected 22 indices from TAALES, focusing on five areas of lexical sophistication 

discussed briefly below. These areas were lexical frequency, range, n-gram 

frequency, academic vocabulary, and psycholinguistic word properties. All of 

these indices are domain independent (i.e., they are not based on data from 

MICUSP). We discuss these indices briefly below and provide an overview of the 

selected indices in Table 3. We refer the reader to Kyle and Crossley (2015) for 

further detail on the tool and how the indices are calculated. 
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Table 3 

 

Selected TAALES Indices 

 
 

 

4.2.1 Word frequency and range indices. Words that are more frequent 

in natural language data are learned earlier and used more often than words that 

are less frequent in natural language data. Frequency has been shown to affect 

lexical decision times (Kuperman et al., 2012) such that high frequency words are 

processed more quickly than low frequency words. TAALES calculates frequency 

scores for all words, content words, and function words. TAALES also provides 

logarithmic transformations for each of these indices to control for Zipfian effects 

(Zipf, 1935), which are common in word frequency lists. TAALES computes 

indices for the following frequency lists: Thorndike-Lorge (Thorndike & Lorge, 

1944), Kucera-Francis written frequency (Kucera & Francis, 1967), Brown verbal 

frequency (Brown, 1984), the British National Corpus (BNC; 2007), and 

SUBTLEXus (Brysbaert & New, 2009).  

 In addition to frequency information, TAALES includes a number of 

range indices, which account for how widely a word or word lemma is used, 

usually by providing a count of the number of documents in which that word 

occurs. TAALES calculates range indices for the spoken (915 texts) and written 
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(3,209 texts) subsets of the BNC, SUBTLEXus (8,388 texts), and Kucera-Francis 

(500 texts) corpora. TAALES also includes a range count based on Kucera & 

Francis’ (1967) 15 text categories, which can be roughly described as genres. 

 

 4.2.2 N-gram indices. N-grams, as compared to single words, measure 

lexical chunks, common word combinations, and both syntagmatic and 

paradigmatic knowledge (Crossley, Cai, & McNamara, 2012). TAALES 

calculates n-gram indices based on bigram (e.g., there is) and trigram (i.e., there 

is a) frequencies from both written (90 million words) and spoken (10 million 

words) subsections of the BNC. In total, TAALES calculates five types of n-gram 

indices: non-normalized logarithm-transformed frequency counts, n-gram 

frequency by number of n-grams, n-gram frequency by number of words, the 

number of unique bi-grams and tri-grams per text, and n-gram proportion scores 

(by dividing the number of unique bigrams/trigrams in the text that are 

represented in the reference corpus by the number of words in the text). 

 

 4.2.3 Academic list indices. Academic word and formula lists are 

comprised of words and formulas that occur relatively infrequently in general 

language corpora, but occur frequently in academic texts (e.g., analyze, method, 

reject). These word lists have been shown to be important indicators of academic 

writing (Coxhead, 2000; Simpson-Vlach & Ellis, 2010). Academic list indices in 

TAALES are calculated based on the Academic Word List (AWL; Coxhead, 

2000) and the Academic Formulas List (AFL; Simpson-Vlach & Ellis, 2010). 

 

 4.2.4 Word information indices. Word information indices measure 

psycholinguistic properties of words that can explain the variance in lexical 

decision times (e.g., Kuperman et al., 2012), lexical proficiency (e.g., Crossley et 

al., 2011a) and speaking proficiency (e.g., Crossley & McNamara, 2013). 

TAALES reports a number of word information scores that are derived from the 

MRC Psycholinguistic Database (Coltheart, 1981), Brysbaert, Warriner, & 

Kuperman (2014), and Kuperman, Stadthagen-Gonzales, Brysbaert (2012). Word 

information indices are calculated for all words (AW), content words (CW), and 

function words (FW). Word information indices were calculated from the 

following lists: familiarity (i.e., how familiar a word is; Coltheart, 1981), 

concreteness (i.e., how concrete a word is; Brysbaert et al., 2013; Coltheart, 

1981), imageability (i.e., how imageable a word is; Coltheart, 1981), 

meaningfulness (i.e., how many associations a word has; Toglia & Battig, 1978), 

and age of acquisition (i.e., at what age is a word learned; Kuperman et al., 2012).  
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4.3 Analysis of Cohesion Features 

We used the Tool for the Automatic Assessment of Cohesion (TAACO; 

Crossley, Kyle, & McNamara, in press) to assess text cohesion. TAACO reports 

on 146 indices of text cohesion. Like TAALES, though, most of these variables 

are extremely similar. For these reasons, we selected 38 indices from TAACO 

related to local, global, and text cohesion meant to measure text coherence. 

Cohesion is defined as the presence or absence of explicit cues in the text that 

allow the reader to make connections between the ideas in the text, while 

coherence is defined as the understanding that the reader derives from the text 

(McNamara et al., 1996). As with TAALES, there is overlap in the indices that 

TAACO calculates, leading to possible redundancies in the data. For instance, 

TAACO calculates 136 indices of lexical overlap at the sentence level as a result 

of features combinations that include measurements for all words, content words, 

function words, lemmas, part of speech tags (noun, verb, adjective, adverb, and 

pronoun), binary overlap, all overlap, and average overlap. To avoid redundancy, 

we pre-selected 38 indices for analysis (see Table 4 for selected indices). These 

indices included type-token ratios, sentence overlap, paragraph overlap, semantic 

overlap (both sentence and paragraph), givenness, and connectives. These are 

discussed briefly below. We refer the reader to Crossley, Kyle, and McNamara 

(2016) for further detail on the tool and the indices calculated.  
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Table 4 

 

Selected TAACO Indices 
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4.3.1 Type-token ratio (TTR). TTR indices measure word repetition 

across text. TTR indices have demonstrated positive relations with measures of 

cohesion in previous studies (McCarthy & Jarvis, 2010) demonstrating that the 

texts with lower TTR values (i.e., more repetition) are more cohesive. However, 

TTR indices generally demonstrate negative relations with measures of text 

coherence (Crossley et al., in press). TAACO calculates a number of different 

TTR indices. These include simple TTR (the ratio of types to tokens), content 

word TTR (TTR using only content words such as nouns, verbs, adjectives, and 

adverbs), function word TTR (TTR using only function words such as pronouns, 

prepositions, and determiners), lemma TTR (TTR using word lemmas), content 

lemma TTR, and function lemma TTR. In addition to traditional word-based TTR 

indices, TAACO also calculates TTR for bigrams (TTR using the number of 

bigram types over the number of bigram tokens) and for trigrams (TTR using the 

number of trigram types over the number of trigram tokens).  

 

 4.3.2 Sentence overlap. Local cohesion overlap indices measure overlap 

between words at the sentence level. These indices have demonstrated positive 

relations with measures of cohesion in previous studies (McNamara, Louwerse, 

McCarthy, & Graesser, 2010), but generally demonstrate no negative relations 

with measures of coherence (Crossley et al., in press). TAACO calculates a 

number of sentence overlap indices. These indices compute lemma overlap 

between two adjacent sentences and between three adjacent sentences. TAACO 

calculates average overlap scores across a text for all lemma overlap, content 

word lemma overlap, and lemma overlap for POS tags such as nouns, verbs, 

adjectives, adverbs, and pronouns.  

 

 4.3.3 Paragraph overlap. Paragraph overlap indices measure overlap 

between words at the paragraph level. These indices have demonstrated positive 

relations with measures of text coherence in previous studies (Crossley et al., in 

press). TAACO calculates paragraph overlap indices between two adjacent 

paragraphs and between three adjacent paragraphs using the same features as the 

sentence overlap indices (e.g., average and binary lemma overlap, content word 

lemma overlap, and lemma overlap for part of speech tags).  

 

 4.3.4 Semantic overlap. Semantic overlap measures similarities between 

words at the sentence and paragraph levels. Semantic overlap indices have 

demonstrated positive relations with measures of cohesion (McNamara et al., 

2010) and coherence in previous studies (Crossley et al., in press). Using the 

Wordnet database, TAACO calculates overlap between words and word synsets 

between sentences and between paragraphs. Unlike strict overlap indices, these 
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indices will measure overlap between semantically related words (e.g., the synset 

for jump contains the related words leap, bound, and spring, among others). 

TAACO calculates semantic overlap between sentences and paragraphs for nouns 

and for verbs.  

 

4.3.5 Anaphoric reference. Anaphoric reference refers to whether a 

previous noun is referred to using an indirect reference (i.e., a pronoun). TAACO 

calculates the incidence of a variety of referential pronoun types including first, 

second, and third person pronouns, subject pronouns, and quantity pronouns 

because pronouns can provide an indication of anaphoric reference (Crossley, 

Allen, Kyle, & McNamara, 2014). TAACO also calculates the ratio of nouns to 

pronouns.  

 

 4.3.6 Givenness. Givenness is an important element of measuring 

cohesion and reflects the amount of information that is recoverable from the 

preceding discourse. To assess givenness, TAACO counts the incidence of 

definite articles and demonstratives under the presumption that definiteness is 

associated with given information. Lastly, TAACO calculates the number and 

proportion of single content lemmas (i.e., how many lemmas occur only once in a 

text).  

 

 4.3.7 Connectives. Connectives are used to link segments of text together 

to create greater text coherence. TAACO contains a number of connective 

indices. Many of the connective indices are similar to those found in Coh-Metrix 

(McNamara, Graesser, McCarthy, & Cai, 2014) and are theoretically based on 

two dimensions. The first dimension contrasts positive versus negative 

connectives, and the second dimension is associated with particular classes of 

cohesion identified by Halliday and Hasan (1976) and Louwerse (2001), such as 

temporal, additive, and causative connectives. TAACO also reports on a number 

of indices based on how connectives operate rhetorically in written texts. The new 

lists include coordinating connectives, semi-coordinators, basic coordinators, 

quasi-coordinators, conjunctions, disjunctions, simple subordinators, complex 

subordinators, coordinating conjuncts, addition, sentence linking, order, reference, 

reason and purpose, condition, concession, and opposition.  

 

4.4 Statistical Analysis 

We conducted two analyses. The first examined differences between 

science (BIO and PHY) and engineering texts (MEC and IOE). The second 

examined differences for each micro-discipline. For each analysis, we first 

conducted a Multiple Analysis of Variance (MANOVA) to test if the selected 
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indices that were normally distributed also demonstrated significant differences 

between the macro-disciplines and micro-disciplines. Next, we conducted a 

stepwise discriminant function analysis (DFA) using only the indices from each 

set that showed significant differences between the disciplines, but did not exhibit 

multicollinearity with other indices in the set. We set the threshold for 

multicollinearity at r > .899 (Tabachnick & Fidell, 2001). A discriminant function 

is generated by the DFA. This discriminant function produces an algorithm that 

can be used to predict group membership (i.e., the micro-disciplines of the texts).  

We first conducted a DFA on the entire set of student writing samples. 

The model reported by this DFA was then used to predict group membership of 

the student writing samples using leave-one-out-cross-validation (LOOCV). 

LOOCV is a method designed to avoid overfitting a statistical or machine-

learning model (Witten, Frank, & Hall, 2011). In this type of validation, a fixed 

number of folds equal to the number of observations (i.e., the 162 student writing 

samples) are selected. For each fold, one observation in turn is left out and the 

remaining instances are used as the training set (in this case the 161 remaining 

writing samples). We tested the accuracy of the model based on its ability to 

predict the discipline classification of the omitted instance. The LOOCV 

procedure allows testing of the accuracy of the model on an independent data set 

(i.e., on data that is not used to train the model). If the discriminant analysis 

model for both the entire set and the n-fold cross-validation set predict similar 

classifications, then the strength of the model to extend to external data sets is 

supported. In addition to using LOOCV to avoid overfitting the models, we 

ensured that the models had a minimum of 10 events per predictor variable (i.e., 

ten texts for each linguistic variable selected). Such a ratio is standard to control 

for overfitting in similar models (Concato, Peduzzi, Holford, & Feinstein, 1995; 

Freedman & Pee, 1989; Stevens, 2002). Thus, because we had a sample size of 

162 texts, we limited the number of predictor variables (the indices from 

TAALES and TAACO) for each model to 16. 

 

5.0 Results 

5.1 Macro-disciplinary differences 

5.1.1 MANOVA. A MANOVA was conducted using TAALES and 

TAACO indices as the dependent variables and the text groupings of science and 

engineering as the independent variables. The 60 selected indices were first 

checked for normal distribution. All variables that were normally distributed and 

reported significant differences between the two disciplines were then assessed 

using Pearson correlations for multicollinearity (with a threshold of r > .90). 

Thirty-four indices demonstrated significant differences between science and 
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engineering text while demonstrating normal distributions and not demonstrating 

multicollinearity with one another. These indices were used as predictor variables 

in the DFA. 

 

5.1.2 Discriminant function analysis. We used a stepwise DFA to select 

the variables that best classify the grouping variable (text discipline). For our 

analysis, the significance level for a variable to enter or to be removed from the 

model was set at the norm generally adopted in applied linguistics: p ≤ 0.05 

(Larson-Hall, 2010). The stepwise DFA retained nine variables as significant 

predictors of discipline: Kucera-Francis number of samples all words, All positive 

connectives (e.g., after, in addition, therefore), BNC frequency spoken content 

words, Contrastive connectives (e.g., but, in contrast, conversely), Incidence of 

pronouns, All AWL, Written AFL, Kucera-Francis categories content words, and 

Incidence of demonstratives. Descriptive statistics and MANOVA results for 

these indices ordered by effect size are presented in Table 5. 

 

Table 5 

Means (Standard Deviations), F Values, and Effect Sizes for Science and 

Engineering Texts 

 

The results demonstrate that the DFA using the nine significant TAALES 

and TAACO indices correctly allocated 151 of the 162 writing samples in the 

total set, χ2 (df=1, n=162) = 120.747, p < .001, for an accuracy of 93.2% (chance 

for this analysis is 50% and baseline is 54%). For the leave-one-out cross-

validation (LOOCV), the discriminant analysis correctly allocated 144 of the 162 

writing samples for an accuracy of 88.9% (see the confusion matrix reported in 

Table 6 for results), indicating that the model is stable across the dataset. The 

measure of agreement between the actual discipline categorization and that 

assigned by the model produced a Cohen’s Kappa of 0.863, demonstrating an 

almost perfect agreement (Landis and Koch, 1977). 

 



 

Scott Crossley, David Russell, Kristopher Kyle, Ute Römer 

                                                                                                                                                               

Journal of Writing Analytics Vol. 1 | 2017     64

      

 

Table 6 

    

Confusion Matrix for DFA Results: Science vs. Engineering Texts 

    

 
 

5.2 Micro-Disciplinary Differences 

5.2.1 MANOVA. A MANOVA was conducted using TAALES and 

TAACO indices as the dependent variables and the text groupings of Biology, 

Physics, Industrial Engineering, and Mechanical Engineering as the independent 

variables. The 60 indices were first checked for normal distribution. All variables 

that were normally distributed and reported significant differences between the 

two disciplines were then assessed using Pearson correlations for multicollinearity 

(with a threshold of r > .90). Forty-three indices demonstrated significant 

difference between the micro-discipline texts while demonstrating normal 

distributions and not demonstrating multicollinearity with one another. These 

indices were used as predictor variables in the DFA. 

 

5.2.2 Discriminant function analysis. We used a stepwise DFA to select 

the variables that best classify the grouping variable (text micro-disciplines). For 

our analysis, the significance level for a variable to enter or to be removed from 

the model was set at the norm generally adopted in applied linguistics: p ≤ 0.05. 

The stepwise DFA retained 10 variables as significant predictors of discipline: 

BNC written range content words, Kuperman age of acquisition function words, 

All negative connectives (e.g., although, until, nonetheless), All additive 

connectives (e.g., also, and, actually), Brysbaert concreteness all words, All 

connectives, First person pronouns, SUBTLEXus range content words, 

Opposition connectives (e.g., but, however, yet), and Core AFL normed. 



 

 Applying Natural Language Processing Tools  

                                                                                                                                                                

Journal of Writing Analytics Vol. 1 | 2017     65

     

 

Descriptive statistics and MANOVA results for these indices ordered by effect 

size are presented in Table 7. 

 

Table 7 

 

Means (Standard Deviations), F values, and Effect Sizes for Biology, Physics, 

Industrial Engineering, and Mechanical Engineering Texts 

 

 

The results demonstrate that the DFA using the ten significant TAALES 

and TAACO indices correctly allocated 136 of the 162 writing samples in the 

total set, χ2 (df=9, n=162) = 290.716, p < .001, for an accuracy of 84% (chance 

for this analysis is 25% and baseline is 41%). For the leave-one-out cross-

validation (LOOCV), the discriminant analysis correctly allocated 130 of the 162 

writing samples for an accuracy of 80.2% (see the confusion matrix reported in 

Table 8 for results), indicating that the model was stable across the dataset. The 

measure of agreement between the actual discipline categorization and that 

assigned by the model produced a Cohen’s Kappa of 0.778, demonstrating a 

substantial agreement (Landis and Koch, 1977). 
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Table 8 

 

Confusion Matrix for DFA Results: Biology, Physics, Industrial Engineering, and Mechanical 

Engineering 

  

 
 

5.3 Post-hoc Analysis 

We conducted post-hoc analyses of the DFA results for the macro-

discipline and micro-discipline corpora. Our purpose in the post-hoc analyses was 

to ensure that year of study differences (i.e., differences between senior 

undergraduate, first- second-, and third-year graduate students) and paper types 

(e.g., proposals, reports, research papers) were not confounding the accuracy 

results reported by the DFA.  

 

5.3.1 Year of study differences. For the macro-discipline analysis, the 

lowest accuracy was reported for the second-year graduate students (86%), and 

the highest accuracy was reported for the senior undergraduate students (96%, see 

Table 9 for classification accuracies). For the micro-discipline analysis, the lowest 

accuracy was reported for the senior undergraduate students (80%), and the 

highest accuracy was reported for the first-year graduate students (92%, see Table 

10 for classification accuracies). The differences in accuracy hovered around 

10%, providing some indication that year of study was not a confounding variable 

in classification accuracy. 
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Table 9 

 

Differences in Accuracy Classification by Year of Study: Science 

and Engineering Texts 

 
 

Table 10 

 

Differences in Accuracy Classification by Year of Study: Biology,  

Physics, Industrial Engineering, and Mechanical Engineering Texts 

 
 

5.3.2 Paper type differences. For the discipline analysis, the lowest 

accuracy was reported for the argumentative essays (75%), and the highest 

accuracy was reported for critique/evaluation and proposal (100%, see Table 11 

for classification accuracies). For the micro-discipline analysis, the lowest 

accuracy was reported for the argumentative essays (50%), and the highest 

accuracy was reported for the critiques/evaluations (100%, see Table 12 for 

classification accuracies). The differences in accuracy were large for a few paper 

types, but the sample sizes for these paper types were very small (between 4-7 

samples), calling into question the reliability of these differences. For those paper 

types that had larger sample sizes, the classification accuracies were similar, 

providing some indication that paper type was not a confounding variable in 

classification accuracy. 
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Table 11 

 

Differences in Paper Type: Science and Engineering Texts 

 

Table 12 

  

Differences in Paper Type: Biology, Physics, Industrial 

Engineering, and Mechanical Engineering Texts 

 

 

6.0 Discussion 

Our goal in this study was to systematically examine language differences 

in student writing from two macro-disciplines and four micro-disciplines to 

examine the potential for linguistic features to distinguish between macro-

disciplines and micro-disciplines. We did this through the use of a corpus of 

student papers, a suite of natural language processing tools, and statistical 

analyses. While previous research has demonstrated discipline differences in 

student writing at the macro-discipline level (Durrant, 2014, in press; Hardy & 

Römer, 2013), our purpose was to investigate if such differences existed in 

student writing at both the macro- and micro-levels. In addition, previous research 

has mostly focused on grammatical and syntactic features (Hardy & Römer, 2013) 

and domain-dependent lexical features (i.e., frequency counts based on the corpus 

under investigation; Durrant, 2014, in press) to investigate macro-disciplinary 

differences. In contrast, this study examined domain-independent lexical features 

and cohesion features.  
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Overall, the findings provide strong support that macro-disciplinary and 

micro-disciplinary differences exist in student writing and that these differences 

are likely not related to student level. These findings have important implications 

for understanding disciplinary differences. We discuss relevant ideas below 

organized around the three central results (macro-disciplinary variation, micro-

disciplinary variation, and year of study differences).  

 

6.1 Macro-Disciplinary Variation 

The statistical analyses applied in our study reveal very large differences 

between student writing in the two disciplines in terms of lexical features, 

confirming Durrant’s (2015) finding that the vocabulary used by different 

disciplinary areas “is strikingly diverse” (352). Lexically, the results indicate that 

engineering writing samples contain more frequent words that occur in a greater 

number of text categories than science texts, while simultaneously containing a 

greater number of academic words and academic formulas. Moreover, our study 

extends the linguistic analyses conducted by Durrant (2015) and Hardy and 

Römer (2013) to include cohesion features. From a cohesion perspective, 

engineering texts contain more positive connectives and pronouns than science 

texts, while science texts contain more contrastive connectives and 

demonstratives. The results indicate that engineering texts use more frequent and 

more academic words, whereas science texts use more specialized vocabulary that 

is specific to a smaller range of texts and does not rely on traditional academic 

words or phrases. Engineering texts are also more additive in nature (e.g., they 

contain more connectives such as after, in addition, therefore) and depend more 

on pronominal reference, while science texts are more contrastive (e.g., contain 

more contrastive connectives such as but, in contrast, conversely) and provide 

more specific references.  

 As an example of this, we provide excerpts from an Industrial Engineering 

(IOE) text and a Biology text (Table 13). In the samples, the academic words are 

in bold and connectives are underlined. The excerpts illustrate the results reported 

in the statistical analyses in that the IOE text contains a greater number of 

academic words and connectives. The Biology text contains zero connectives and, 

while the text contains a number of discipline-specific words that are infrequent, 

the words are not in Coxhead's (2000) academic word list. 
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Table 13 

 

Text Excerpts from Engineering and Science Texts 

 
 These linguistic features were powerful predictors, classifying science and 

engineering texts with almost perfect accuracy (93.2%). This is in some ways 

unsurprising. Natural science (biology and physics in this corpus) and engineering 

(here mechanical and industrial) are linked together in ordinary understanding 

under the broad rubric of STEM disciplines, yet they are usually housed in 

separate, large academic units (e.g., colleges), and they are distinguished by a 

difference in orientation: “pure” science versus “applied” science, in common 

(Gieryn, 1983). Additionally, engineering, at least in the US, has a tradition of 

writing instruction specifically for it (Russell, 2002). 

The findings suggest that the common understanding of the STEM 

disciplines as “close” bears reconsideration. In particular, upper level academic 

writing courses in the US are often taken by students in all STEM disciplines 

without differentiation by domain (Russell, 2002). Yet even at upper level 

undergraduate study, student writing based on discipline appears to be quite 

different. Thus, this study does not support the notion that macro-disciplines at all 

levels of writing are homogeneous in their use of lexical features (Durrant, 2015). 

In addition, this study suggests that macro-disciplines are also not homogeneous 

in terms of their use of cohesion features. 

 

6.2 Micro-Disciplinary Variation 

More notable than the disciplinary difference findings are the lexical and 

cohesion differences in student writing between micro-disciplines. These 

differences indicate a number of differences and similarities among micro-
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disciplines such that each micro-discipline can be thought of as containing unique 

linguistic features. For instance, lexically, biology writing samples contain 

function words that are thought to be acquired later by children and lower written 

range scores (i.e., more specific words). In addition, they contain more concrete 

words. Cohesively, biology writing samples contain more negative, opposition, 

additive, and overall connectives. Biology texts also have the lowest incidence of 

first person pronouns. Physics writing samples, in contrast, have lower scores for 

age of acquisition (function words), lower word concreteness, and higher range 

SUBTLEXus counts (i.e., less specific words). Cohesively, physics writing 

samples differ from biology texts in that they have fewer negative, additive, and 

overall connectives. They also contain a greater number of first person pronouns. 

Thus, strong differences seem to be apparent in two science micro-disciplines. 

 As an example of these differences, we present two text samples in Table 

14. The first sample is from a Biology text in which low range words (i.e., less 

specific) are underlined and connectives are in bold. Both linguistic features are 

common in the Biology text whereas they are not represented in the Physics text 

even though both texts are from the same macro-discipline. 

 

Table 14 

 

Text Excerpts from Science Texts 

 
 

From the engineering discipline, industrial engineering writing samples 

contain the highest BNC range scores (less specific words), lower word 

concreteness, and a greater number of academic formulas. From a cohesion 

perspective, industrial engineering writing samples contain more negative, 

additive, and overall connectives (in a manner similar to biology writing 

samples). They also have the lowest incidence of first person pronouns (along 
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with biology writing samples). Mechanical engineering writing samples, in 

contrast, have lower BNC and SUBTLEXus range scores (i.e., more specific 

words), lower age of acquisition scores for function words, and higher 

concreteness scores. Cohesively, mechanical engineering writing samples have a 

lower incidence of negative, additive, opposition, and overall connectives (like 

physics writing samples) and the highest incidence of first person pronouns.  

What we see, then, is a unique linguistic profile that arises for the samples 

of texts taken from each micro-discipline. We also see some similarities in the 

profile across disciplines such that industrial engineering texts share cohesive 

properties with biology texts and mechanical engineering texts have similar 

cohesive properties as physics texts. However, the differences among the micro-

disciplines are quite strong and allow for a categorization accuracy of 84% across 

micro-disciplines. The effect size for this classification was robust, showing 

substantial agreement between the actual classification and the predicted 

classification. Thus, the NLP tools employed in this analysis allow us to 

distinguish student texts not only between macro-disciplines but also between 

micro-disciplines, and again, the differences are large (though not quite as large as 

between macro-disciplines).  

The results suggest that there are important differences in disciplines that 

are perceived, from the outside, to be similar. This finding is interesting for a 

number of reasons. First, it problematizes previous research into differences 

between science and engineering texts in terms of abstract language use. For 

instance, in two studies, Biber (1988, 2006) reported that professional engineering 

texts contained more abstract information than science texts. However, the 

findings from this study indicate that a more nuanced interpretation may be 

necessary, at least in terms of learner texts. For instance, while industrial 

engineering texts may contain more abstract (i.e., less concrete) words, 

mechanical engineering texts contain more concrete words. Differences within 

macro-disciplines are also interesting in relation to the anecdotal and qualitative 

evidence that both faculty and students in the disciplines perceive the important—

even critical—differences between their disciplines and closely related disciplines 

(Bazerman & Paradis, 1991). For insiders to a field, the differences are visible and 

important, while to outsiders they may be invisible or appear insignificant. 

Researchers have reported perceiving differences within a very narrow set of 

tolerances: a turn of phrase or framing of a problem that sets one subfield or sub-

subfield apart from others (Bazerman, 1985; Harwood, 2006). Through their 

initiation into the discourse, students and experts within the micro-disciplines 

appear to reproduce these differences linguistically, implying that students 

recognize (consciously or not) disciplinary differences—even when disciplines 

are proximal. Of course, recognizing and reproducing differences are not the same 
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as thinking and conceiving of disciplinary knowledge in ways that are inherent to 

one discipline over another, nor are they the same as writing successfully within a 

discipline. However, since the essays found in MICUSP are all highly successful 

essays (i.e., all received an A grade), it is likely that the use of the linguistic 

features that distinguish between macro- and micro-disciplines may relate to essay 

quality. However, additional studies examining a range of both low and high 

quality essays are needed to examine if the linguistic features that distinguish 

between micro- and macro-disciplines are also predictive of writing quality within 

those disciplines. 

 

6.3 Year of Study Differences  

Our last discussion section is in reference to the post-hoc analysis, which 

demonstrated that the differences discerned in the quantitative analysis are evident 

at least as early as the final year of undergraduate study. Moreover, the 

differences are relatively homogeneous across levels. This again confirms the 

findings of Durrant (2015) in terms of lexical features, but, importantly, extends 

these findings to include cohesion markers.  

This raises the question of when and to what extent (at any given point) 

these disciplinary differences become evident in students’ writing, particularly 

when fields are in the same general area (e.g., natural sciences). The fact that 

these are successful (A-graded) papers may in part explain this result, as the texts 

come from students who have more readily internalized the discourse of the 

discipline (and have been rewarded for it with higher grades). But the fact that the 

differences are so strongly evident as early as the last year of undergraduate 

education is particularly remarkable considering that in the US higher education 

system, students specialize later, overall, because they have two years of general 

education before taking a program of study primarily or exclusively dedicated to a 

discipline. Indeed, these results raise the question of when and under what 

circumstances large and very discipline-specific differences appear in student 

writing. In education systems where students specialize much earlier and devote 

their full attention to one discipline, these differences may appear in the first years 

of higher education or in secondary school (Krueger & Kumar, 2004; Osborne & 

Dillon, 2008).  

 

7.0 Conclusion 

The findings from this study provide evidence that macro-disciplinary and 

micro-disciplinary differences at the linguistic level exist in student writing. 

Moreover, these differences do not appear to be related to student level. Writing 

analytics focuses on the measurement of text features to better understand writing 

within education contexts, so the question remains as to how these findings might 
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improve the teaching and learning of writing. In this regard, the findings of this 

study provide some guidance for teachers and students. Specifically, a contrastive 

rhetoric approach based on the reported findings would allow teachers to position 

writing within a discipline so that students would have the opportunity to 

understand or even examine differences between macro- and micro-discipline. For 

instance, teachers could provide students with discipline-specific writing 

guidelines for producing text samples that fit discipline expectations. Since the 

findings from this study indicate that discipline differences emerge as early as the 

last year of undergraduate education, it is likely that guidelines provided to 

students may match their already evolved tacit knowledge of the discipline. Thus, 

such guidelines would provide additional support for already developed writing 

expectations. More advanced students could use corpus analysis tools that 

generate word- or cluster-lists and allow for the visual examination of 

concordance lines to empirically analyze differences between macro- and micro-

disciplines. Such approaches would allow students to better recognize the writing 

expectations of their specific discipline and provide concrete examples of 

discipline differences.   

While these applications could prove helpful in the writing classroom, 

additional studies are necessary to overcome limitations within the current study. 

For instance, the size of the corpus and range of text types found within the 

current corpus are small. While appropriate for the analyses conducted, a larger 

corpus comprised of a greater number of writing samples, such as the BAWE 

corpus, would allow for greater generalizations to be made about the findings and 

provide greater confidence that the findings can be extended to a larger 

population. In addition, while the post-hoc analyses seem to indicate that paper 

type differences were not an intervening factor in the classification accuracy, the 

sample size for a few paper types (argumentative essay, critique/evaluation, 

response paper) was too small to completely allay concerns that paper type may 

interact with the linguistic features selected for this analysis. Additionally, the use 

of NLP tools to measure language use can be an imprecise metric. For instance, 

the tools used here can tell us about incidences of words and discourse markers as 

well as provide information about the words used. However, the tools cannot tell 

us if the words were used appropriately or if connectives were under- or over-

used. Lastly, the disciplines examined in this research are heavily skewed toward 

the demonstration of knowledge and are unlike some other disciplines, such as 

those in the humanities, which focus on argumentation and critique. As a result, 

the findings from this analysis may be specific to knowledge-demonstrating 

disciplines only. 
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8.0 Directions for Future Research 

Our corpus-based findings on macro-disciplinary differences seem to 

indicate that students are aware of disciplinary conventions and expectations, at 

least enough so that they are reflected in their writing, but more research is 

warranted to support this claim. Further NLP analyses of upper-level student 

writing corpora from different disciplinary families (e.g., social sciences, 

humanities, applied sciences other than engineering, etc.) would permit a map of 

disciplinary differences and similarities such that one could gauge the relative 

distances among the disciplines. This would help address concerns about potential 

differences between knowledge-demonstration disciplines (such as those used in 

this study) and disciplines that focus on argumentation and critique. An obvious 

first step would be to conduct similar NLP analyses with other subsets of 

MICUSP or other existing corpora of student writing. A likely first candidate is 

the British Academic Written English (BAWE) corpus (Nesi & Gardner, 2012). It 

is a larger corpus than MICUSP in terms of numbers of student texts. It includes 

some of the same disciplines as MICUSP, though they are grouped into different 

families. Nesi and Gardner (2012), who assembled the BAWE corpus, 

specifically call for a comparison between BAWE and MICUSP. As they point 

out, such an analysis would allow the comparison to include national differences 

in educational practices, within and across disciplines. Other large corpora should 

be developed to address data limitations in both MICUSP and BAWE, including 

coverage related to student level and language ability, student writing proficiency, 

and other individual difference features that may influence text production.  

 In addition, future studies should include NLP approaches that capture 

data that goes beyond the lexical and cohesive features of text. Such analyses 

could include the use of part of speech tags, syntactic parsing, and indices related 

to syntactic complexity and similarity. Additional NLP indices could investigate 

differences between disciplines in terms of rhetorical features (i.e., theses and 

arguments) or more advanced cohesion metrics computed using latent semantic 

analysis, latent Dirichlet allocation, and Word2Vec approaches. 
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