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Structured Abstract 

• Background: This study focuses on construct representation and

inter-reader agreement and reliability in ePortfolio assessment of

1,315 writing portfolios. These portfolios were submitted by

undergraduates enrolled in required writing seminars at the

University of Pennsylvania (Penn) in the fall of 2014.  Penn is an

Ivy League university with a diverse student population, half of

whom identify as students of color. Over half of Penn’s students

are women, 12% are international, and 12% are first-generation

college students. The students’ portfolios are scored by the

instructor and an outside reader drawn from a writing-in-the-

disciplines faculty who represent 24 disciplines. The portfolios are

the product of a shared curriculum that uses formative assessment

and a program-wide multiple-trait rubric. The study contributes to

scholarship on the inter-reader reliability and validity of multiple-

trait portfolio assessments as well as to recent discussions about

reconceptualizing evidence in ePortfolio assessment.

• Research Questions: Four questions guided our study:

1. What levels of interrater agreement and reliability can be

achieved when assessing complex writing performances

that a) contain several different documents to be assessed;

b) use a construct-based, multi-trait rubric; c) are designed
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for formative assessment rather than testing; and d) are 

rated by a multidisciplinary writing faculty?  

2. What can be learned from assessing agreement and 

reliability of individual traits?  

3. How might these measurements contribute to curriculum 

design, teacher development, and student learning?  

4. How might these findings contribute to research on 

fairness, reliability, and validity; rubrics; and 

multidisciplinary writing assessment?  

 

• Literature Review: There is a long history of empirical work 

exploring the reliability of scoring highly controlled timed 

writings, particularly by test measurement specialists. 

However, until quite recently, there have been few instances of 

applying empirical assessment techniques to writing portfolios.  

Developed by writing theorists, writing portfolios contain 

multiple documents and genres and are produced and assessed 

under conditions significantly different from those of timed 

essay measurement. Interrater reliability can be affected by the 

different approaches to reading texts depending on the 

background, training, and goals of the rater. While a few 

writing theorists question the use of rubrics, most 

quantitatively based scholarship points to their effectiveness 

for portfolio assessment and calls into question the 

meaningfulness of single score holistic grading, whether 

impressionistic or rubric-based. Increasing attention is being 

paid to multi-trait rubrics, including, in the field of writing 

portfolio assessment, the use of robust writing constructs based 

on psychometrics alongside the more conventional cognitive 

traits assessed in writing studies, and rubrics that can identify 

areas of opportunity as well as unfairness in relation to the 

background of the student or the assessor. Scholars in the 

emergent field of empirical portfolio assessment in writing 

advocate the use of reliability as a means to identify fairness 

and validity and to create great opportunities for portfolios to 

advance student learning and professional development of 

faculty.  They also note that while the writing assessment 

community has paid attention to the work of test measurement 

practitioners, the reverse has not been the case, and that 
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conversations and collaborations between the two communities 

are long overdue.  

 

• Methodology: We used two methods of calculating interrater 

agreement: absolute and adjacent percentages, and Cohen’s 

Unweighted Kappa, which calculates the extent to which 

interrater agreement is an effect of chance or expected 

outcome. For interrater reliability, we used the Pearson 

product-moment correlation coefficient. We used SPSS to 

produce all of the calculations in this study.   

 

• Results: Interrater agreement and reliability rates of portfolio 

scores landed in the medium range of statistical significance.  

Combined absolute and adjacent percentages of interrater 

reliability were above the 90% range recommended; however, 

absolute agreement was below the 70% ideal.  Furthermore, 

Cohen’s Unweighted Kappa rates were statistically significant 

but very low, which may be due to “kappa paradox.”  

 

• Discussion: The study suggests that a formative, rubric-based 

approach to ePortfolio assessment that uses disciplinarily 

diverse raters can achieve medium-level rates of interrater 

agreement and reliability. It raises the question of the extent to 

which absolute agreement is a desirable or even relevant goal 

for authentic feedback processes of a complex set of 

documents, and in which the aim is to advance student 

learning. At the same time, our findings point to how 

agreement and reliability measures can significantly contribute 

to our assessment process, teacher training, and curriculum. 

Finally, the study highlights potential concerns about construct 

validity and rater training.   

 

• Conclusion: This study contributes to the emergent field of 

empirical writing portfolio assessment that calls into question 

the prevailing standard of reliability built upon timed essay 

measurement rather than the measurement, conditions, and 

objectives of complex writing performances.  It also 

contributes to recent research on multi-trait and discipline-

based portfolio assessment.  We point to several directions for 

further research:  conducting “talk aloud” and recorded 
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sessions with raters to obtain qualitative data on areas of 

disagreement; expanding the number of constructs assessed; 

increasing the range and granularity of the numeric scoring 

scale; and investigating traits that are receiving low interrater 

reliability scores. We also ask whether absolute agreement 

might be more useful for writing portfolio assessment than 

reliability and point to the potential “kappa paradox,” borrowed 

from the field of medicine, which examines interrater 

reliability in assessment of rare cases. Kappa paradox might be 

useful in assessing types of portfolios that are less frequently 

encountered by faculty readers. These, combined with the 

identification of jagged profiles and student demographics, 

hold considerable potential for rethinking how to work with 

and assess students from a range of backgrounds, preparation, 

and abilities.  Finally, our findings contribute to a growing 

effort to understand the role of rater background, particularly 

disciplinarity, in shaping writing assessment. The goals of our 

assessment process are to ensure that we are measuring what 

we intend to measure, specifically those things that students 

have an equal chance at achieving and that advance student 

learning.  Our findings suggest that interrater agreement and 

reliability measures, if thoughtfully approached, will contribute 

significantly to each of these goals.  

 

Keywords: Cohen's Unweighted Kappa, ePortfolio, formative assessment, 

interrater agreement, interrater reliability, interreader reliability, kappa paradox, 

portfolio assessment, rubric traits, trait adjudication, writing analytics, writing 

assessment, writing in the disciplines 
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“Given enough time and ways of measurement people can learn to do anything.”  

--Dorothy Delay, Starling Professor of Violin, Juilliard School 

 

1.0 Background 

 

1.1 Validity and Reliability in Writing Portfolio Assessment  

 

Historically, writing assessment has been troubled by its dependence on 

subjective judgments (Attali, 2016; Broad, 2016; Cushman, 2016; Elliot, 2016; 

Poe & Cogan, 2016; Slomp, 2016).  A major challenge has been how to reduce or 

eliminate that subjectivity in order to produce consistent assessments and, 

conversely, how to embrace that subjectivity as part and parcel of the social 

construction of knowledge (Huot, 1996). The most recent research in writing 

studies assessment takes these concerns a step further by calling for fairness 

alongside consistency as the twin goals of meaningful assessment, with reliability 

leading the way (AERA, APA, & NCME, 2014; Kelly-Riley et al., 2016). The 

goal is to develop assessment that is ethical, empirically reliable, and valid, 

grounded in current theories and practices of writing studies.    

Developed by writing studies practitioners, writing portfolio assessment 

emerged as an alternative to timed essay tests and their emphasis on reliability.  

Hamp-Lyons (1991), for example, observed, “It is not enough for us to know that 

judgments are reliable: We must know too that they are appropriate, meaningful, 

and useful” (p. 2). In contrast, test measurement practitioners have emphasized 

reliability in an effort to meet institutional demands that call for assessments to be 

“properly constructed, reliably scored, and economically handled” (White 1985, 

p. xiv). 

As scholars in writing studies have pointed out in their histories of 

assessment (Behizadeh & Engelhard, 2011; Hamp-Lyons, 1991; Huot, 1996; 

White et al., 2015; Yancey, 1999), conversations between test measurement 

practitioners and writing assessment scholars are long overdue. Significant 

inroads have been made by a few scholars—for example, Elliot, Hamp-Lyons, 

Huot, and White—whose expertise bridges this divide. Meanwhile, the concepts 

of reliability and validity continue to pose challenges for writing portfolio 

assessment, given that writing theorists’ concerns range well beyond confirming 

or predicting the failures and successes of student writers.    

As a collection of documents, rather than a single timed response to a 

common prompt, writing portfolios have proven to be a considerably more 

effective vehicle not only for assessing writing competence but, more importantly, 

for advancing our understanding of what, why, and how well our students write. 

However, unlike test-oriented single-document assessment, portfolios are an 
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unwieldy bundle of documents that do not lend themselves to the kind of 

checklist-style ratings that are used on timed documents administered under very 

controlled test-taking conditions using carefully calibrated construct responses 

and intensively trained raters, and taken by student writers who are often enough 

well-trained in the same assessment criteria and in how to game it. The timed 

essay thus enables very high levels of interrater reliability, but calls into question 

the validity of what is being measured. Students are putting words on the page, to 

be sure, but what they are doing bears only a faint resemblance to the actual 

conditions of authentic writing tasks. The timed test tends to be a better gauge of 

test-takers’ socioeconomic backgrounds—for example, those who can afford test-

taking coaches and attend top-tier schools—than of students’ ability to meet the 

rhetorical demands of the many writing situations they will encounter throughout 

their lives.    

Having a significant investment in validity—in the meaningfulness and 

usefulness of what is being measured—writing portfolio theorists have not been 

uniformly or consistently concerned with the concept of reliability, which 

measures the consistency of different raters in the scores they give. While 

influenced by test measurement expertise, writing theorists have also associated 

reliability with gatekeeping, standardized testing, and teaching to the test, and 

thus view it as a mixed blessing, if not a Trojan horse (see, for example, Hamps-

Lyon, 2002). In recent years, however, reliability is coming into the limelight, 

poised to make a major contribution to writing assessment, given its potential to 

illuminate unfairness in terms of, for example, race and gender, or otherwise 

expose gaps in ecological validity.  From this perspective, the concept of 

reliability promises to generate important new questions as well as put 

considerable pressure on a range of assumptions and practices in writing 

assessment.  A powerful example is Elliot’s (2016) theory of ethics in writing 

assessment, which is deeply informed by the social justice implications of 

defining reliability and validity, and argues that we should situate fairness as the 

boundaries of both. Along similar lines, Slomp (2016), Poe and Cogan (2016), 

and Cushman (2016) take philosophical and social construct perspectives to 

explore the historical dangers of considering validity as a boundary for 

establishing the parameters of fairness in writing assessment. Indeed, most of the 

recent work in the field frames writing assessment, whether of individuals or of 

programs, in terms of the ethical considerations that inform fairness and validity 

(Broad, 2016; Cushman 2016; Elliot, 2016; Poe & Cogan 2016; Slomp, 2016). 

Elliot (2016) defines “fairness in writing assessment…as the identification of 

opportunity structures created through maximum construct representation. 

Constraint of the writing construct is to be tolerated only to the extent to which 

benefits are realized for the least advantaged” (para. 7).  
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Whether of a timed essay or a portfolio of widely ranging documents, 

writing assessment is an unwieldy task rife with variables, from the selection of 

contents and purpose of the submitted portfolio, to the nature and intensity of 

training, the locations, sites, styles, criteria of scoring, the time allotted and the 

time passed between submission and assessment, the credentials, temperaments, 

working conditions and commitments of writers and evaluators, and the goals of 

the assessment process itself. The history of the portfolio assessment process is a 

window into the longstanding effort of writing studies practitioners to take 

everything possible into account in order to develop multidimensional, mutually 

reinforcing links between curriculum, assessment policy, and pedagogical practice 

(Looney, 2011; Shepard, 2000; Torrance, 1998). As such, portfolio assessment 

bears with it the potential not only to produce more accurate measurements of 

student achievements, but also to illuminate the path to greater pedagogical 

effectiveness and fairness, with learning tools and measures designed to meet the 

needs of students, teachers, and programs.   

 

1.2 The Current Study 

 

This study hopes to contribute to the important research on inter-reader 

reliability in portfolio assessment as, first, firmly grounded in writing theory and 

practice; second, construct-based with multiple traits allowing for more granular 

analysis; and third, multidisciplinary, developed and performed by writing faculty 

drawn from across the disciplines who teach in our first-year writing program.  

Based on a larger than typical sample size, our data indicate that the program has 

developed a solid and replicable curriculum and process that enables reasonably 

consistent and reliable portfolio assessment using a multiple-trait rubric, a 

complex collection of documents, and trained raters drawn from across 24 

disciplines, rather than a single discipline, as is more customary in writing 

assessment. Of particular interest is that our findings point to modest but 

significant reliability in individual trait adjudication, which allows for more 

granular analysis and identification of potential sites of unfairness or 

inconsistency in assessing the work of individuals or categories of students. It 

promises to also contribute to more precise identification of strengths and 

weaknesses in curriculum, program objectives, faculty training, and in assessment 

itself.  
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2.0 Literature Review 

2.1 Readers versus Raters  

 

An important but generally overlooked distinction in the quest for 

reliability in writing portfolio assessment is a key—and arguably discipline-

based—distinction between raters and readers. Yancey (1999) observes that 

writing portfolio assessment is done by readers, not raters.  She argues that while 

raters are trained to replicate scoring practices, readers are “guided rather than 

directed by anchor papers and scoring guides. . . and value texts and textual 

features differently.”  Most importantly, unlike raters, readers expect to differ and 

to negotiate, a process that contributes to community standards (p. 493). Of 

course, what Yancey is describing is the way English and writing studies 

professors are trained to read.  Our experience with faculty trained in a wide range 

of disciplines suggests that they do not all possess these reading habits and are 

indeed surprised by the lack of agreement and amount of negotiation required to 

arrive at consensus.  One of the questions that arises in a multidisciplinary study 

of portfolio assessment is, in fact, the extent to which discipline or other factors 

shape how we read and assess students’ writing.  

 

2.2 Rater Backgrounds  

 

Information on rater backgrounds tends to be quite general.  Raters tend to 

be categorized as simple binaries: novice versus experienced,  trained versus 

untrained (see Attali, 2016). Sometimes raters are described in terms of their 

academic rank:  graduate students, lecturers, tenured faculty (Elliot, 2016; Ross et 

al., 2016a). Occasionally studies mention the disciplinary backgrounds of their 

raters. For instance, Good (2012) worked with raters from liberal arts, sciences, 

and education. Vann et al. (1984) surveyed an equal number of instructors from 

the social sciences, education, biological and agricultural sciences, and physical 

and mathematical sciences and engineering. Weigle’s (1999) study identifies ESL 

faculty and teaching assistants as raters. The study conducted by Knoch et al. 

(2007) focuses on raters with backgrounds in English or English as a second 

language. Further, this study specifies that all of the raters are university 

graduates. Raters are seldom described in terms of the kinds of disciplinary and 

professional backgrounds that, based on our experience with portfolio assessment, 

and scholarship on writing in the disciplines, often substantially inform their 

assessment decisions (Thaiss & Zawacki, 2006). 

 



 

 Assessing Writing Constructs: Toward an Expanded View of  

Inter-Reader Reliability 

                                                                                                                                                                

Journal of Writing Analytics Vol. 1 | 2017     235

     

 

In contrast to the paucity of information on raters’ backgrounds in 

assessment studies, the literature exploring rater cognition is vast. Bejar (2012) 

observes that “rater cognition is concerned with the attributes of the raters that 

assign scores to student performances, and their mental processes for doing so.” 

Attali (2016) extends this concept to consider how the multidimensionality of 

rater cognition can influence the quality of writing assessment. Factors such as 

comprehension of rubric constructs, amount of time allotted to scoring, the 

number of documents and page count, as well as personal matters, lead raters to 

develop individualized strategies to facilitate efficient scoring (Attali, 2016).   

Scholars agree that the multidimensionality of raters could influence rater 

reliability (DeRemer, 1998; Freedman & Calfee, 1983; Knoch et al., 2007; Pula & 

Huot, 1993; Shohamy et al., 1992; Stock & Robinson, 1987; Torrance, 1998; 

Weigle, 1999; White, 1984; Wiseman 2012; Wolfe, 1997; Wolfe et al., 1998). 

How a rater approaches a document is “based on world knowledge, beliefs and 

values, and knowledge of the writing process” (Wolfe et al., 1998, p. 469). In 

addition, scoring can differ based on “reading skill, background knowledge, or the 

physical environment in which scoring takes place” (Wolfe, 1997, p. 89). 

According to Stock and Robinson (1987), rater expectations may be as influential 

in determining the final score for a document as the quality of writing. Some 

raters, according to Vaughan (1991), may search for flaws, be influenced by the 

first impression of the work, focus on two major attributes, scrutinize grammar, or 

take a personalized approach to reading. Vaughan (1991) notes that readers do not 

uniformly internalize scoring criteria that they then evenly apply across papers 

and students. 

 

2.3 Rater Training 

 

Research suggests that rater reliability can be achieved through calibration 

(Bejar, 2012; Attali, 2016).  Rater training is married to rubric comprehension. As 

White (1984) notes, training sessions help with internalizing rubric guidelines by 

joining the rubric categories with samples of student writing.  Through training, 

teachers can develop a better understanding of grade boundaries by participating 

in norming sessions (Attali, 2016). Training sessions have commonly focused on 

reviewing rubric criteria and how these present in student work (Myers, 1980; 

White, 1985; Wolfe, 1997). Rubrics are followed but also constrained and 

inflected by the rater’s cognitive, environmental, and temporal circumstances. 

This complex ecology can prompt flexibility with agreed-upon rules, rubrics, and 

discourse community goals, enabling the rater to score documents quickly and 

potentially valuing time over quality of scores and comments (Attali, 2016). 

Wolfe (1997) observes that “few…training methods explicitly describe the 
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process through which an evaluation is made” (p. 104). Instead, most training 

emphasizes lining up rubric criterion with student examples “that justify an 

assigned score” (Wolfe, 1997, p. 104; DeRmer, 1998). The use of the scoring 

rubric seems to be contingent upon rater cognition. For scorers, rubrics tend to be 

“fairly abstract documents” (Bejar, 2012, p. 4).    

As Wolfe (1997) notes, referencing Pula and Huot (1993), the ability of 

raters to adapt to a rubric may be determined by how well their experiences and 

values align with the values informing the scoring rubric.  In fact, “the differences 

among raters may remain even after training, because of the fundamentally 

different value systems of different graders” (Bejar et al., 2006, p. 58). Rater 

effectiveness can be improved as a result of participating in scoring process 

training (Bejar, 2012).  While rater training can help reduce differences between 

rater scores, “other research has shown that the effects of this training may last 

only a limited time” (Knoch et al., 2007, p. 27). 

 

2.4 Rubrics and Writing Constructs 

 

There is general agreement in the broader educational community that 

rubrics are a meaningful and useful tool for teaching and assessing writing (Chun, 

2002; Ewell, 1991; Hutchings, 1990; Schneider, 2002), with rubrics viewed as 

increasing assessment transparency and leading to greater fairness and 

consistency, as well as providing a means for students to advance their own 

assessment skills (Brough & Pool, 2005; Huber & Hutchings, 2004). As early as 

the 1950s, research has shown scoring consistency to be very low when raters do 

not use detailed analytic assessment practices (Dempsey et al., 2009). It is 

important to note that within the writing studies community, most research on 

rubrics has focused on holistic essay grading rather than multiple-trait rubric-

based assessment of portfolios (Meier et al., 2006), and empirical research 

methods are rarely used to evaluate the effectiveness of rubrics (Andrade, Du, & 

Wang, 2008). In general, multiple-trait rubrics are favored over impressionistic, 

holistic scoring. In her overview of the history of portfolio assessment, Yancey 

(1999) pointedly asks whether a single holistic score is even appropriate given the 

complexity of the materials being assessed.  Research focusing on interrater 

reliability in rubric-based assessment has generally supported the use of rubrics 

(Boix Mancilla et al., 2007; Dahm, & Newell, 2002; Hafner & Hafner, 2003; 

Jonsson & Svingby, 2007; Newell, Penny, Johnson & Gordon, 2000; Rezaeia & 

Lovorn, 2010).  

Critics of rubric-based assessment argue that it does not take into account 

the complexities of writing and instead promotes a narrow, formulaic approach to 

writing (Kohn, 2006; Wilson, 2006).  Others suggest that such criticisms are 
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based on poorly designed rubrics or poorly trained raters who approach rubrics as 

grading tools rather than heuristics (Andrade, 2006; Mansilla et al., 2007).  Some 

writing theorists agree that rubrics should be rooted in local practices to be most 

effective, with critics pointing to the limitations of one-size-fits-all rubrics that 

ignore genre and disciplinary distinctions (e.g., Anson et al., 2012).   

Construct-based multiple-trait writing portfolio assessment has been 

gaining traction in recent years (Behizadeh & Engelhard, 2014; Elliot et al., 2016; 

Hamp-Lyons, 2016; Mansilla et al., 2009; White, Elliot, & Peckham, 2015).  

Borrowing from the field of psychometrics, construct-based writing assessment 

takes as its premise that individual writers have a set of attributes that, while not 

directly assessable, can be identified indirectly and assessed by means of the texts 

they produce. White et al. (2015) point to four domains: cognitive (e.g., genre, 

task, audience, writing process, metacognition); interpersonal (e.g., collaboration, 

social networking, leadership, ethics); intrapersonal (e.g., openness, 

conscientiousness, extraversion, agreeableness, and stability); and physiologic 

(e.g., nerve, attention, and vision capacity). Other scholars interested in 

multidimensional assessment are considering such factors as discipline and affect 

(e.g., Bryant and Chittum, 2009; Mansilla et al., 2009; Thaiss & Zawacki, 2006).   

 

3.0 Study Context, Sample Description, and Tools  

 

3.1 Study Context 

 

The data are drawn from portfolio assessments of students enrolled in 

writing courses in Fall 2014 at the University of Pennsylvania (Penn), an Ivy 

League university in Philadelphia with an undergraduate population that 

represents 100 countries and all 50 states. Nearly half of Penn’s undergraduates 

self-identify as students of color. More than half of students are women, 12% are 

among the first in their families to attend college, and 12% are international 

(University of Pennsylvania, 2017).  The incoming freshmen cohort averages 

between 2,500 and 2,600 students, along with about 150 to 250 transfer students 

each academic year. Testing means for the middle 50% of incoming freshmen 

(University of Pennsylvania, 2016) were as follows: SAT Critical Reading, 690-

790; SAT Math, 710-800; SAT Writing, 700-790; ACT Composite, 32-25. 

 

3.2 Overview of the Writing Program    

 

Penn’s Critical Writing Program (CWP), founded in 2003, is an 

independent writing-in-the-disciplines program.  Students from all four 

undergraduate schools—Arts and Science, Engineering, Wharton, and Nursing—



 

Valerie Ross and Rodger LeGrand 

                                                                                                                                                               

Journal of Writing Analytics Vol. 1 | 2017     238

     

 

are required to take a writing seminar to fulfill the writing requirement. 

Approximately 90% of the freshman class enrolls in the Critical Writing required 

seminar each academic year; most of the remainder will take it in their sophomore 

year.  The seminars are, with few exceptions, taught by full-time writing faculty 

drawn from approximately 24 disciplines.  The seminars are rooted in the 

discipline of the instructor teaching them, and organized around a specific 

scholarly inquiry or debate (e.g., “Are clinical trials effective?” “Does cognitive 

neuroscience demonstrate that there is no such thing as free will?”) as distinct 

from the more conventional theme- or anthology-based writing course, which 

may focus on a topic (e.g., “Science Writing,” “Writing about Writing,” “Nature,” 

“Intersectionality”) but not on a particular line of inquiry situated within those 

broad topic areas.  Students self-select into seminars, with their decisions based 

on guidance from the Program’s Directed Self-Placement webpage, advisors, 

teacher ratings, and word of mouth, along with concerns about schedules and 

topic interest.   

While unusual in the granularity of its scholarly focus, Penn’s curriculum 

is conventional in requiring weekly readings, writings, and research.  Faculty 

share a common curriculum, a set of assignments that are based on current writing 

theory and practice, although each seminar is inflected by the individual faculty 

member’s discipline and line of inquiry.  A selection of assignments from this 

common curriculum provides the content for student portfolios. Preceding the 

development of portfolio assessment, the curriculum has a deeply rooted self- and 

peer-assessment culture that is explicitly tied to its formative and summative 

assessment strategies.   

 

3.3 The ePortfolio 

 

Portfolio assessment was initiated in the program in 2006 concomitant 

with the development of the shared curriculum. We converted from paper to 

ePortfolios in Spring 2008.  Conducted twice a semester, portfolio evaluation is 

central to the program’s formative assessment approach, as well as curriculum 

development, instructor training, and pedagogical practices. The program’s 

portfolio process and data have also played a significant role institutionally; for 

example, the 2014 Penn Critical Writing Program’s portfolio assessment process 

was featured in the 2014 Penn accreditation renewal self-study report for its 

fairness and consideration of student learning needs (University of Pennsylvania, 

2014, p. 102). 

Students’ final portfolios average 50 to 80 pages and 17 documents, 

ranging from a cover letter and resume to peer reviews, self-outlines, timed 

writing, and drafts.  A checklist of contents is provided in Appendix A: 2014 & 
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2017 Portfolio Contents Details. Students may supplement the required 

documents with other documents as they wish, although they are obliged to 

discuss these additions in their final portfolio.   

There are two anchor documents that go through extensive research, 

drafting, and peer review: a digital editorial and an academic literature review.  

The digital editorial is meant to be visually and rhetorically targeted at an actual 

publication identified by the student. Here, for example, is an excerpt from a 

student’s editorial for her final portfolio. The student wrote and designed this 

editorial to simulate actual publication in marie claire’s online magazine, which 

targets an upscale audience of working women.   
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Unlike the editorial, which is aimed at what may be a very specific public 

readership (e.g., upscale working women with high school to some college 

education, 20-35 years old), the literature review is intended for a generalist 

academic readership of well-educated nonspecialists. Both are based upon the 

course topic. For instance, this student’s literature review was generated by a 

writing seminar focusing on cognition. The student chose to do a review of 

literature on color perception and its debates about universalist versus relativist 

theories of color perception. For the editorial, the student used the knowledge 

gleaned from research on color perception to persuade readers to pay attention to 

the colors they use in dressing for job interviews. The student’s ingenuity in 

translating academic expertise into a topic of interest to a particular public 

readership would likely result in a favorable score in the rubric category of 

invention, which will be discussed later in this article.  Invention is also the 

category used to assess a student’s ability to adapt successfully to different 

authentic genres.  

 

 

 

 

 

 

 

 

 

3.4 The ePortfolio Assessment Process 

In addition to weekly rounds of drafting and assessment by the writer, 

peer, and instructor, students submit midterm and final portfolios for large-scale 

assessment. The process is relatively straightforward.  Students are given a 

checklist of documents to submit to an online platform in the form of an 

ePortfolio; in 2014, we used Canvas (See Appendix A for 2014 and 2017 

checklists).  With the exception of the cover letter, all documents are work 
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already done in class, and the anchor documents, the editorial and literature 

review, have undergone extensive feedback and polishing. Each student’s 

portfolio is scored and commented upon online by their instructor as well as at 

least one other outside reader, also an instructor in the program. A rubric is used 

to guide the assessment process (See Appendix B for 2014 and 2017 rubrics). 

The typical arrangement is to put instructors into groups of four to five 

members who are assigned to read, score, and comment on a sampling of 

students’ portfolios from each of the other’s classes.  If there are four instructors 

in a group, each will read one-third of the portfolios of each of the other three 

instructors; if there are five in the group (we seldom exceed five to keep things 

lively and focused), then each will read one-fourth of each of the other’s 

portfolios. This allows instructors to get feedback from three or more colleagues 

from across the disciplines. It exposes them to the quality of work their 

colleagues’ students are achieving, and to the scores and comments that different 

instructors give to students. They also exchange ideas about teaching the 

curriculum, working with difficult students, and managing their time. This 

informal faculty development is especially useful for new or struggling faculty, 

who get to see how successful instructors score and comment.   

Most instructors score about 70 portfolios. Typically, the majority of these 

are by their own students, with whose work they are already intimate, having 

given feedback to them along the way.  Initial (“unadjudicated”) scoring and 

commenting is done online individually. Thereafter, the instructors meet in person 

to compare their comments and scores and try to reach consensus whenever there 

is disparity (“adjudicated” scores). In the early years, this process sometimes 

became rather acrimonious but was generally sociable. In recent years, perhaps 

coincident with our program’s conversion to a full-time faculty, scoring sessions 

are usually quite congenial, an opportunity for informal mentoring and a chance 

to catch up with each other, talk about teaching, and receive welcome feedback on 

their students and course topics. The atmosphere is relaxed and pleasant. Food is 

provided. Program administrators circulate to answer questions and to arbitrate 

when readers have difficulty arriving at consensus. Administrators are required to 

review any portfolio that has been given an F in any category by either the 

instructor or the outside reader. Sessions typically take about 1.5 to 2 hours.  

Nonadjudicated scores and comments posted by instructors prior to the 

session, as well as final adjudicated scores, are recorded and saved. Instructors 

promptly report scores and comments to their students, generally in person. 

Students are not given access to the unedited remarks made by their instructors 

and readers. This allows readers to comment quickly and freely rather than having 

to tinker with their tone or provide extended explanations; those are done 

conversationally and relayed by individual instructors to their students. On 
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occasion, the comments can be abrupt and harsh (“Worst cover letter I’ve ever 

seen”) because the instructors know they can clarify when they meet. The 

instructor is responsible for delivering the scores and comments to students in the 

most productive and supportive way possible. The overarching goal of the 

portfolio process is formative—to advance student, instructor, and program 

learning—and to be fair and consistent in doing so. This also guides how we share 

feedback and scores with students.  

 

3.5 Raters, Training 

 

In Fall 2014, the Critical Writing Program had 30 full-time instructors 

from across the disciplines and 10 doctoral candidates from across the disciplines 

who had been awarded competitive teaching fellowships. Fall 2014 represents the 

culmination of a 2012 conversion to a full-time NTT faculty (for a discussion of 

this process and a brief history of the writing program, see Ross et al., 2016b) as a 

result of a strategic initiative to replace part-time adjuncts with a full-time writing 

faculty.   

CWP faculty and teaching fellows represented the following 24 disciplines 

in 2014: Ancient History, Anthropology, Archeology, Art History, Cinema 

Studies, Classical Studies, Cognitive Neuroscience, Communications, 

Comparative Literature, East Asian Language and Culture, Economics, 

Education, English, Environmental Studies, Fine Arts, Germanic Languages, 

History, History and Sociology of the Sciences, Journalism, Molecular Biology, 

Philosophy, Political Science, Psychology, and Sociology.   

In portfolio scoring and in their classes, instructors rely on the same multi-

trait rubric and vocabulary of assessment that our students use in their own self- 

and peer-assessments. The rubric serves as a guide for formative as well as, at 

semester’s end, summative assessment. New instructors are extensively trained in 

our assessment criteria and its symbiotic relationship to all of the activities in our 

seminars. New faculty engage in norming sessions with the full faculty each fall, 

and all faculty participate in four rounds of portfolio assessment each year at mid-

term and semester’s end. Monthly faculty meetings often focus on curriculum and 

assessment, and typically result in a discussion of one or more of the rubric traits, 

sometimes culminating in a vote to change, clarify, or expand the description of a 

trait. As such, our faculty acquires an intimate understanding of the rubric.  

3.6 The Rubric 

CWP’s portfolio assessment rubric was introduced in 2006 and indebted 

particularly to the work of Huot (1996) and White (2005).  Since then our rubric 

has undergone numerous revisions in response to our own research as well as that 
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drawn from a range of disciplines and, most importantly, in response to our 

faculty’s always-evolving views of our pedagogical goals, learning outcomes, and 

means by which to identify evidence of these in the work our students produce. 

Below are the rubric categories for 2014 (the focus of this study) and, to bring us 

up to date as well as show how much the rubric evolves, the 2017 rubric. For 

detailed explanations of the traits, see Appendix B.  Rubrics are scored on a 0 to 4 

scale, with 4 representing the highest score and 0 representing the lowest score on 

a given trait or for the portfolio as a whole. 

 

 

 

 

 

 

 

 

 

 

Our students and writing tutors, like our faculty, are immersed in rubric-

based, multi-layered, continuous assessment that functions as a teaching and 

learning tool. From the weekly feedback students give and receive from 

instructors and peers, to visits to the Writing Center, students experience a 

reiterative, multi-layered process of assessment that results in their also being 

well-trained assessors of writing. This facilitates a shared vocabulary and set of 

concepts that they can use to communicate with faculty and also with peers, in 

their writing seminars and as they move along in their academic careers.  

In Fall 2016, in part informed by research being done on an NSF grant 

(National Science Foundation 2015) and in part because of our own and others’ 

research on knowledge transfer and genre, we revised our curriculum and our 

rubric. While the change in rubric and curriculum are effects of discovery, and 

also effects of each other—that is, changing the assignments entailed changing the 
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rubric, and vice versa—these changes were more incremental than they appear.  

While we revised and expanded our traits, the two new traits (genre and 

propositional knowledge) were already imbedded in earlier descriptions, and the 

faculty chose to foreground them. The changes reflect a clarification and 

reorganization of our pedagogical and assessment goals, including a decision to 

distribute “cognition” across the categories as something that is most readily 

evaluated in context rather than as a thing in itself. It is easier to see if a student 

understands how to go about writing an editorial than how to write in general, for 

example.  

Most importantly, the ongoing incremental changes to the rubric represent 

its provisional nature as we fold in new research, introduce new faculty, and work 

with a new set of students and peer tutors each year, which all contribute to our 

ongoing conversations about teaching, learning, and assessment. One concern for 

us as we embark on this program of assessment research is the extent to which it 

might discourage changes in assessment criteria or processes for the sake of 

measuring reliability over time.  

 

3.7 Data Set, Demographics, and Sampling Plan  

 

The data set for this study consists of the non-adjudicated scores of 

portfolios by the 1,315 students who completed a writing seminar and submitted 

midterm and final portfolios in Fall 2014. As Elliot et al. (2016) note in their 

study of portfolio assessment, sample size has been something of an obstacle to 

portfolio assessment research. Our sample size appears to be about twice as large 

as what is required for statistical significance (Cohen, 1992; Ellis, 2010).  

It’s important to underscore the difference between non-adjudicated and 

adjudicated scores.  The non-adjudicated scores that we are focusing on in this 

article are those that instructors and outside readers give prior to meeting, at 

which time they discuss any differences in scoring and do their best to achieve 

consensus across the traits. If an instructor and reader are unable to achieve 

absolute or adjacent (one point difference) agreement, they will seek the 

assistance of a third rater, typically a member of the administrative faculty.  

In terms of demographics, approximately 85% of the 1,426 students 

enrolled in the writing seminar in Fall 2014 were freshmen, and 52% were 

women. While specific information about race and ethnicity is not available for 

this study, we can provide some demographic context for the Fall 2014 freshman 

class. Of the 2,350 entering freshmen, 51% were women. Approximately 45% 

self-identified as white, and just over 40% self-identified as students of color: 

19% Asian, 11% Hispanic/Latino, 6% black or African American, 5% as two or 
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more races, and 3 students as American Indian or Alaska native (University of 

Pennsylvania, 2015).  

The sampling plan for the data set includes: SAT Scores = 1,275; Mid-

Semester Portfolio Trait Scores = 1,315; Final Portfolio Trait Scores = 1,315; 

Course Final Grade = 1,315; Term GPA = 1,292. 

The specific data in this study is housed in Excel files, which were 

transferred into SPSS for analysis. The Excel file is organized into 18 columns. 

The column headings are shown in Table 2 below. 

 

Table 2 

Critical Writing Program Fall 2014 Data Table 

Column Heading Definition 

Instructor Full name of the course instructor 

Reader Full name of instructor when acting as outside 

reader 

Class Code Signifies the discipline for the writing seminar 

topic and the course title. The data set includes 

writing seminars in 21 disciplines. 

Section Number Unique numerical identifier for each writing 

seminar 

Student Code  (Student Name—anonymized) 

Total Average Represents the total average of instructor and 

reader rubric scores across the 4 scoring 

categories identified in our rubric of Cognitive 

and Heuristic Processes, Invention, Reasoning, 

and Presentation (see below) 

Instructor Grade 

Cognitive and 

Heuristic Processes 

Instructor’s numerical assessment of student 

writer's knowledge of writing and rhetorical 

awareness 

Reader Grade 

Cognitive and 

Heuristic Processes 

Reader’s numerical assessment of student writer's 

knowledge of writing and rhetorical awareness 
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Table 2 (continued) 

Critical Writing Program Fall 2014 Data Table 

Column Heading Definition 

Instructor/ 

Reader Reliability: 

Cognitive and 

Heuristic Processes 

The difference between instructor and reader 

cognitive heuristic processes rubric scores 

Instructor Grade 

Invention 

Instructor's numerical assessment of student 

writer's novelty and persuasiveness for a targeted 

audience 

Reader Grade 

Invention 

Reader’s numerical assessment of student writer's 

novelty and persuasiveness for a targeted audience 

Instructor/ 

Reader Reliability: 

Invention 

The difference between instructor and reader 

invention rubric scores 

Instructor Grade 

Reasoning 

Instructor’s numerical assessment of student 

writer's reasonableness and logical coherence 

Reader Grade 

Reasoning 

Reader’s numerical assessment of student writer's 

reasonableness and logical coherence 

Instructor/ 

Reader Reliability: 

Reasoning 

The difference between instructor and reader 

reasoning rubric scores 

Instructor Grade 

Presentation 

Instructor’s numerical assessment of student 

writer's ability to produce voice, vocabulary, 

syntax, sentence structure, punctuation, and tone 

appropriate to the genre and audience 

Reader Grade 

Presentation 

Reader’s numerical assessment of student writer's 

ability to produce voice, vocabulary, syntax, 

sentence structure, punctuation, and tone 

appropriate to the genre and audience 

Instructor/ 

Reader Reliability: 

Presentation 

The difference between instructor and reader 

presentation rubric scores 
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3.8 Research Method 

 

Fall 2014 nonadjudicated and adjudicated scores and comments were 

posted by instructors and readers using a University of Pennsylvania software 

application. Data was exported from the web-based software platform as a .csv 

file.  

To calculate interrater agreement between instructor and reader rubric 

scores, we populated the following columns from the rubric: Instructor/Reader 

Reliability: Cognitive and Heuristic Processes; Instructor/Reader Reliability: 

Invention; Instructor/Reader Reliability: Reasoning; Instructor/Reader Reliability: 

Presentation.  

We used IBM SPSS Statistics V22.0 to produce all of the calculations in 

this study.   

 

3.9 Calculating Interrater Agreement and Reliability 

 

We used two methods of calculating interrater agreement (IRA): 1) 

absolute and adjacent percentages, identifying the number of cases in which 

instructors and their readers agreed upon a particular trait score for a given 

portfolio, or were off by 1, 2, 3, or 4 points for any of the rubric traits; and 2) 

Cohen’s Unweighted Kappa, which calculates the extent to which interrater 

agreement is an effect of chance or expected outcome.   

Interrater agreement “measures how frequently two or more evaluators 

assign the exact same rating (e.g., if both give a rating of “4,” they are in 

agreement)” (Graham, Milanowski, & Miller, 2012, p. 5).  Interrater agreement is 

based on a “‘criterion referenced’ interpretation of the rating scale: there is some 

level or standard of performance that counts as good or poor” (p.6.) 

We also measured interrater agreement using Cohen’s Unweighted Kappa, 

which takes into account that agreement may be due to chance alone rather than a 

thoughtful alignment of two raters’ judgments.  Kappa is also used when the scale 

of assessment is narrow, such as in our case, in which raters can only choose from 

whole numbers, 0 to 4.  More reliable ratings are produced by scales that elicit 

greater granularity, for example, the Likert scale, which allows choices from 0 to 

5. The fewer the choices, the greater will be interrater agreement but the less 

precise the judgments being agreed upon. Kappa is of particular use in bringing 

more precision to situations like ours.   

Kappa helps to grasp how much the observed agreement, calculated by 

measuring absolute and adjacent rater concordance, differs from chance or 

“expected agreement.”  This difference is measured on a  -1 to 1 scale, where 1 is 

perfect agreement, 0 is exactly what would be expected by chance, and negative 
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values indicate less agreement than one would encounter by chance, which is to 

say, potential systematic disagreement between the observers (Viera & Garat, 

2005, p. 361).  

For kappa, the benchmark for high agreement is .75 to .80 (Altman, 1991; 

Fleiss, 1981; Landis & Koch, 1977;).  This Kappa scale (Landis & Koch, 1977) is 

frequently cited. 

 

 

 

 

 

 

 

 

 

 

 

However, p values and confidence intervals are sensitive to sample size, 

and with a large enough sample size, any kappa above 0 will become statistically 

significant (Viera & Garat, 2005, p. 362).   

 

4.0 Results  

 

4.1  ePortfolio Scores: Distribution Frequency  

Figures 3 and 4 show the distribution of midterm and final portfolio scores 

in Critical Writing Seminars during Fall 2014. 
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4.2 Interrater Agreement:  Absolute and Adjacent  

 

The table below shows how often two of our instructor-raters assigned the 

same rating to each of the rubric traits in Fall 2014.  
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4.3 Interrater Reliability, Unweighted Kappa, and Pearson for Fall 2014 

 

The results for interrater reliability are shown in Table 5.  A 0.7 

coefficient is typically used as the lowest acceptable correlation for consistency.  

In section 5.0, we will discuss the limitations of using this standard for writing 

portfolios.  
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5.0 Discussion  

 

5.1 ePortfolio Scores: Distribution Frequency  

 

Accustomed to achieving top grades, Penn students enter our writing 

seminars expecting to get As from beginning to end. However, as Figure 3: 

Frequency Distribution of Midterm Portfolio Scores Fall 2014 and Figure 4: 

Frequency Distribution Final Portfolio Scores demonstrate, writing seminar 

grades display a typical bell curve for mid-term portfolio and, while grades 

generally increase (moving to the right on the chart), they still resemble a 

compressed bell curve at semester’s end.  This distribution of scores suggests two 

things: First, despite that these are high-performing students, they enter with 

different levels of prior knowledge and skills, and exit with improved knowledge 

and skills. In short, they have things to learn as writers.  Second, the improvement 

demonstrated cannot be attributed to their learning how to write for a particular 

teacher—a skill Penn students have definitely acquired prior to college—since 

these scores represent a consensus of their own instructor and an outside reader, 

whose identity is not shared with them.  

 

5.2 Interrater Agreement, Absolute and Adjacent  

 

The ability of raters to adapt to a rubric is determined in part by how well 

their experiences and values align with those that inform that rubric (Pula & 

Huot,1993; Wolfe, 1997).  Inoue (2004) points to an ideal of “community-based 

assessment pedagogy,” and later (2007) elaborates on the complexities of value 

and validation bound up with multidimensional assessment frameworks, 

complexities that we are truly coming to appreciate even at this early stage of 

research.    

Experts have suggested that absolute and adjacent percentages (i.e., same 

score or score off by one) should be from 75% to 90% to demonstrate an 

acceptable level of agreement (Hartmann, 1977; Stemler, 2004). Our raters are 

above 90% in all criteria traits. However, the ideal is 70% or higher in absolute 

agreement, although as with all of the calculations we are working with, these 

ideals are generally derived from studies of simpler, single objects of assessment, 

such as a timed essay, not the numerous, lengthy, complex documents that 

populate our portfolios.  

There was unusually strong concordance among raters who were in 

absolute agreement on scores of 2, 3, or 4 in a given rubric category.  These 

account for a large number of cases, a point we will return to in the next section 

on Cohen Unweighted Kappa analysis.   
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Overall IRA shows strong absolute-plus-adjacent agreement. Greatest 

agreement is for the category of presentation, which focuses on the relatively 

“objective” (rule-bound, acontextual) surface-level issues such as standard edited 

American English and spelling, as well as formatting (pagination, spacing, fonts) 

and adhering to citation conventions.  We are surprised the agreement isn’t even 

stronger, given how little room there is for interpretation in this category. Note 

that we include such concerns as wordiness, clarity, and concision in the rubric 

category of rhetoric, for we maintain that these are issues of style, rooted in the 

genre, audience, and purpose of the text.  Our faculty readers and, by semester’s 

end, our students are knowledgeable of the debates about standard edited English, 

as well as understand how its “rules” are always evolving. They are aware of 

differences between prescriptive and descriptive grammar and of discourses on 

race, class, gender, and nation that problematize the use of standard edited 

American English. However, faculty and students continue to agree that they need 

to be able to write for a range of audiences, including those who read high-stakes 

genres such as applications for jobs, fellowships, and graduate schools, and may 

be unaware of these important but, as yet, academic debates. Thus. we are puzzled 

by this relatively low rate of agreement in this category.  

 

5.3 Cohen Unweighted Kappa 

 

We decided to run kappa scores because our scale of assessment was 

narrow, with raters only being allowed to choose whole numbers from 0 to 4. 

Kappa is of particular use in bringing more precision to situations like ours to see 

whether interrater agreement is greater than it might be if instructors scored 

randomly.  

Due to a sufficiently large sample size, our kappa percentages are 

statistically significant (>0); in other words, our interrater agreement is higher 

than if we had left it to chance. Nonetheless, these percentages are at the bottom 

of the scale. We believe that this may be due to what Feinstein and Cichetti 

(1990) call the “kappa paradox” which occurs when there is a dissymmetry or 

rarity of the object being rated.  Evidence of this possibility is suggested by the 

fact that the considerable majority of our students are receiving scores in the 3-4 

range, with a drop to students earning 2s, and then a significant drop to the 

infrequent cases of students earning below a 2, particularly by semester’s end.  As 

the absolute and adjacent rater agreement rates confirm, there is unusually high 

concordance of absolute agreement for that range of scores, with agreement 

dropping noticeably for students who earn below a 2.  

Anecdotally, we have long been aware that it is easier for instructors to 

reach consensus on scores of 4 and 3, less so for scores of 2, and, depending on 
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the situation, much more difficult to agree on scores below 2.  In response to this 

phenomenon, one of our first additions to the portfolio process was to require that 

all scores below 2 in any rubric category had to be reviewed by administrative 

faculty. However, even such experienced arbitrators often find themselves 

seeking a fourth reader because more often than not, the contents of the portfolio 

are difficult to judge. For example, the student might have a strong command of 

superficial aspects of writing (e.g., fluent, with sophisticated vocabulary and 

command of standard edited American English) but demonstrate no ability to 

adapt to different genres or to develop a substantive proposition. Such students 

exhibit what Hamps-Lyon has called a “jagged profile,” scoring high in some 

categories but low in others. Identifying these strengths and gaps in an individual 

student’s writing is one of the benefits of using multiple-trait rubrics and portfolio 

assessment, but in these rare instances the issues are more often than not the 

effects of factors that cannot be addressed by a rubric or conventional pedagogical 

approaches. Prompted by consideration of the “paradox of kappa,” we realize that 

in our program, low-scoring portfolios are nearly always, to borrow from the field 

of medicine, “rare cases,” and need a different approach to assessment. In a 

culture characterized by high-achieving students, a failing portfolio is typically 

generated by the sorts of non-cognitive issues that White et al. (2015) point to as 

essential writing constructs but ones that, at this point, are not addressed by our 

rubric or the contents of our portfolios: problems with time management, self-

confidence, anxiety disorders, learning disabilities, or medical, family, or other 

emergencies.  Until performing this kappa analysis, we hadn’t considered how the 

complexities of assessing such portfolios were due to their relative rarity, a terrific 

insight even if we find upon further analysis that the kappa paradox does not 

account for our low kappa scores.  

 

5.4 Interrater Reliability 

 

There are debates about whether interrater agreement or reliability is the 

more productive approach to analyzing the scores raters give (Stemler, 2016). 

Graham et al. (2012) contend that interrater agreement may be of more use in 

educator evaluations than interrater reliability.  Interrater agreement has not 

received attention from the writing portfolio assessment community, but may be 

as important as interrater reliability in program-based portfolio assessment, 

particularly in cases where the portfolio scores affect the student’s final grade or 

otherwise have a material impact on students.  Where interrater reliability 

measures the relative order and consistency of raters’ judgments—useful for 

identifying raters who are outliers and need additional training—interrater 

agreement determines whether raters actually share the same relative 
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understanding of what constitutes excellent or poor performance in the various 

traits. Such judgments have relatively high stakes for students who, for example, 

may have to retake our seminars if given 2s or 1s by one of their raters.  

It is important to note that the 0.7 standard for reliability that we use in 

this study is derived from analysis of single, timed, highly calibrated tests, which 

should be characterized as a highly conservative if not entirely irrelevant gauge 

for reliability in writing portfolio assessment. Elliot et al. (2016) suggest the 

following standard for a six-point scale assuming at least p < .05: Non-

adjudicated low = 0.1 to 0.22, medium = 0.23 to 0.47, and high = 0.48 to 1.00; 

adjudicated low = 0.1 to 0.26, adjudicated medium = 0.27 to 0.56, adjudicated 

high = 0.57 to 1.00 (7.1).   

As Table 5 shows, the strongest areas of interrater reliability were 

cognition and presentation.  With the exception of “Invention,” all of the trait 

scores landed in the medium level of reliability. The lower reliability for the 

category of invention merits further analysis. Faculty have expressed difficulties 

with what is reasonable to demand of students in terms of novelty and originality 

since students are novices to the discipline, the topic, and the assigned genres.   

6.0 Conclusion 

 

This study suggests that a formative, multiple-trait, rubric-based approach 

to ePortfolio assessment that uses disciplinarily diverse raters can achieve 

statistically significant rates of interrater reliability and above average interrater 

agreement percentages. It raises the question of whether higher rates are desirable, 

given the exigencies of a formative-oriented, program-based writing portfolio 

assessment, in which differences in reader feedback provide more authentic 

writing conditions for students. At the same time, agreement and reliability 

measures point to many avenues of important new research that could lead to 

substantial improvements in advancing student learning, as well as in writing 

assessment.  

 

6.1 Research Agenda  

 

Based on our findings in this study, other research we are conducting 

through the NSF grant supporting this study, and consultation by Norbert Elliot, 

we have already made three changes to our assessment process: We have 

expanded our scoring scale from 4 points to 6 points, revised and increased the 

number of traits being assessed, and added an impressionistic holistic score to 

help us identify assessment considerations that may not be  represented by the 

rubric but that play a role in how portfolios are judged.  
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 We hope to pursue the following research in the near future:  

 

1. We will collect qualitative data on how readers score and 

adjudicate differences in scoring, including talk-aloud sessions, in 

which readers discuss the rationale for the scores they are giving, 

and recorded sessions of readers meeting to adjudicate scores. This 

will help us identify strengths, gaps, and obstacles to interrater 

agreement.  

2. We will identify outliers in interrater agreement and reliability, and 

review their scores in relation to their portfolios in an effort to 

better understand and address such disparities.  

3. We will review the categories of presentation and invention to 

learn more about why these categories are below average in 

interrater reliability.  

4. Pursuing the kappa paradox, we will follow the suggestion of 

Viera and Gratar (2005) on how to account for low kappa 

percentages by distinguishing between agreement on the two sets 

of findings; for example, we might back out the cases of students 

receiving scores of 2 or below and consider whether our rubric is 

failing to provide adequate explanation and traits to allow for 

stronger rater agreement, or whether such disagreement should be 

regarded as reasonable and expected.  

5. Another question that we hope to pursue is selection:  How many 

documents, and of what sort, are needed for a productive, fair, and 

reliable assessment?  

 

6.2 Contributions of the Study to the Writing Assessment Community 

 

Our study contributes to the emergent field of reliability and validity 

studies of writing portfolio assessment in several ways:  first, having a statistically 

meaningful sample size; second, proceeding from formative assessment of a 

complex writing performance rather than from a test measurement orientation; 

third, using a robust writing construct featuring a multiple-trait rubric; and fourth, 

providing assessments by trained, multidisciplinary readers teaching in a first-year 

writing program.  

We hope that our study helps to promote further conversations between 

test measurement practitioners and writing portfolio theorists and practitioners. 

Considerable work must be done to build measurements suited to multi-document 

assessment that are valid, reliable, and fair. Many questions have been raised by 

this study, including: 
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1. What are acceptable levels of interrater reliability for writing 

portfolio assessment as related to score use?  

2. Following the lead of some in the field of education, might 

absolute and adjacent agreement be more important measures than 

reliability for portfolio assessment?  

3. What are the best ways to develop and improve criteria for 

capturing robust writing constructs?   

4. Do the disciplinary backgrounds of readers affect writing 

assessment?  

5. Do other portfolio assessment programs have rare cases that need 

to be taken into account when engaging in agreement and 

reliability studies?  

6. How do we aim for interrater reliability and agreement while 

preserving what makes the portfolio assessment process a rich and 

authentic experience for students and readers alike? At what point, 

in other words, might striving for reliability interfere with 

formative assessment?  

 

White (1994) wrote that if writing teachers controlled the assessment 

process, we would have an expanded version of classroom assessment. It would 

be time-consuming, expensive, include many different kinds of writing; teachers 

would participate heavily in the scoring and would provide comments to students; 

and all of this would provide useful feedback to immediate stakeholders. He 

cautioned, however, that such a teacher-driven process would resist being reduced 

to numbers and would not provide the kinds of data that most other interest 

groups would seek (p.15-16). Representing a program where faculty have for over 

a decade taken responsibility for writing assessment, we are happy to provide at 

least a provisional answer to the question of whether one can meaningfully 

address writing assessment in a way that satisfies the needs of a range of 

stakeholders (for a discussion of meeting stakeholders’ needs, see Ross, 2016).  

Our early findings suggest that it is not only possible, but desirable, to bring 

numbers into the picture and thus to provide data that not only other stakeholders, 

but the faculty, students, and administration of the program, will find meaningful 

and useful. We are eager to see what this program of portfolio research has to 

teach us in the years ahead. 
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Appendix A 

 2014 & 2017 Portfolio Contents Details 

 

Final Portfolio Contents: 2014 Final Portfolio Contents: 2017 

• Cover letter 

• Two or more drafts of the 

research essay with post 

outlines 

• A classmate’s peer review of 

the writer’s research essay draft 

• The writer’s peer review of 

another student’s research 

essay draft 

• Draft of the complex synthesis 

(author and sources) with post 

outline 

• Draft of integrated synthesis 

(keyword) with post outline 

• Final grammar check 

• Two 30-minute timed in-class 

essays 

• 30 minute diagnostic essay 

from the beginning of the 

semester 

• Baseline document and post 

outline 

• Optional materials to support 

cover letter 

 

• Statement of academic integrity 

• Table of contents 

 

Publications 

• Cover letter 

• Resume 

• Final draft of digital editorial 

• Final draft of literature review 

 

Supporting Materials 

• One-on-one peer review of a 

classmate’s literature review 

and a copy of the document 

reviewed 

• On demand (timed) writing 2 

• Pre outline and post outline of 

justificatory genre 

• Early draft of digital editorial  

• Classmates’ peer reviews of 

writer’s editorial 

• The writer’s multiple reviews 

of other students’ editorials  

• Revision plan for editorial  

• Pre and post outline of 

literature review 

• Early and midterm draft of 

literature review 

• Classmates’ peer reviews of 

writer’s literature review 

• The writer’s multiple reviews 

of peers’ literature reviews 

• Revision plan for literature 

review 

• Final grammar check 
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Appendix B 

2014 & 2017 Rubric Details 

 

2014 Rubric 

 

Cognition/ 

Metacognition: 

Knowledge of Writing   

·    Recognizes the purpose of the assignment 

·    Conceives of a procedure for fulfilling it 

·    Perceives the problem(s) to be solved in the 

assignment 

·    Follows directions through all stages of the 

assignment 

·    Able to detect flaws in reasoning in one’s own or 

other’s reasoning (outlines and peer reviews) 

·    Able to identify and evaluate (in plans, outlines, 

peer reviews, cover letters, other artifacts): 

       rhetorical strategies 

       Audience 

       Purpose 

       Genre 

       plan/arrangement 

       complex synthesis 

       Presentation 
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Invention: 

Idea/Audience (test of 

novelty, creativity, 

persuasion) 

·    selection of an appropriate and engaging subject 

within the topic     

·    ability to select and work successfully within a 

genre            

·    selection of an appropriate proposition and 

reasons to support it, attuned to the audience and 

purpose   

·    selection of the appropriate amount and type of 

evidence and materials to support the proposition, 

attuned to the audience and purpose     

·    arrangement and style attuned to the audience, 

purpose, and genre, including ability to evaluate the 

strength of reasons and evidence   

·    identification of shared premises to enable an 

effective introduction and conclusion 

·    ability to grasp feedback or detect problems with 

invention and revise accordingly   

·    ability to vary voice and style to accommodate 

different audiences and genres       

Reasoning: 

Development/ 

Coherence (test of 

reasonableness) 

·    creation or selection of an appropriately 

justificatory or explanatory proposition   

·    creation or selection of reasons that directly 

support the proposition   

·    selection of evidence that confirms, illuminates 

or otherwise develops the reasons   

·    ability to test argument through strategies of 

counterargument     

·    demonstration of logical coherence: all reasons 

support the proposition, all evidence supports the 

reasons, and to the extent possible, reasons do not 

contradict each other     

·    demonstration of semantic coherence: sentences 

and paragraphs stick together       
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Presentation   ·    Control of vocabulary, syntax, sentence 

structure, punctuation, tone     

·    Ability to integrate rhetorical strategies and 

sources so that they create a consistency of style 

appropriate to the genre and audience   

·    Demonstrated ability to proofread and polish 

work for an outside reader     

·    Creation and use of grammar checklist to 

identify context and patterns of error in mechanics 

and usage, as well as to correct them   

·    Appropriate formatting, citation, documentation 

of sources    
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2017 Rubric  

Propositional Content:   

4 (Distinguished Pass):  The writer produces a logically coherent, factual, 

knowledgeable explanation or argument to demonstrate or prove the 

proposition (hypothesis, thesis, claim, inquiry). The exceptional writer has a 

proposition that is succinct, knowledgeable, and appropriately scaled to the 

genre, field, and task at hand. The writer’s propositional content exhibits an 

exceptionally strong understanding of the subject matter and an internally 

coherent logical framework that draws reasonable inferences and conclusions 

from relevant sources or ideas chosen to directly advance the proposition. 

3 (Mid-level Pass):   The points made are reasonable, and the author has a 

solid understanding of the subject matter, but there are some areas where it is 

not as logically coherent or carefully reasoned as one would find in a 

distinguished pass. The proposition is solid but may be modestly off the mark 

in terms of genre, field, or scale. Additionally, there may be minor problems 

with inaccuracies, gaps in knowledge and thus minor problems in inference or 

conclusions based on these or on some logical incoherence in the text. 

Overall, however, the author demonstrates clear understanding of how to 

formulate an acceptable proposition and to support it with reasons, evidence, 

and factual, truthful, accurate, relevant information and evidence. There may 

be minor problems with logical coherence or validity, but overall the logical 

structure is recognizable, coherent, and sufficiently developed, and the reasons 

and evidence do relate to a reasonably well-scaled proposition.  

2 (Pass):   The reasoning is not very precise or discriminating. There may be 

some mistakes that the author makes when describing the subject matter, 

showing that they understand some of the content, but have gaps in their 

knowledge. The proposition may be rooted in reasonable ideas but be too 

broad or narrow to be effective. Alternatively, there may be a reasonable 

proposition but the reasons or evidence are not appropriately chosen or 

sufficiently developed to render the argument or explanation internally 

coherent. The reasons and evidence may also stray from supporting the 

proposition and appear tangential rather than logically structured. The reader 

is able to move through the text and follow it, but there may be some 

problems with the logical framework or the accuracy or relevance of the 

information provided to advance it.   

1 (Fail):  Substantial errors in presenting a logical framework of accurate, 

factual or relevant propositional content or logical framework. This may be 

reflected in an unclear, undeveloped, or improperly scaled proposition or one 

that is inappropriate to the genre and field. Other issues may include 

significant logical contradictions or an otherwise weak logical framework, 

faulty inferences or conclusions, significant gaps in knowledge or factual 

errors.   
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Invention: 

4 (Distinguished Pass):   A distinguished pass in invention, in which the 

author demonstrates novelty and significance of the work, can take many 

different forms. The writer may provide a new idea or an original solution to 

an existing problem, or may bring a new perspective. Invention can also be 

shown through the selection of reasons and evidence, background information, 

or a particular method; invention can also be demonstrated through identifying 

new premises or unlinking a set of unquestioned premises. Invention in 

scholarly work often entails showing how one’s work adds to the current 

scholarship in the field by filling in a current gap in knowledge, solving a new 

problem or finding a better solution to a longstanding problem; answering a 

root question; selecting and synthesizing appropriate sources and examples to 

demonstrate the work’s impact and relevance. Invention may be demonstrated 

by a novel proposition or novel connections made in the synthesis of 

materials. The inventive writer may also find novel ways of engaging readers, 

from visuals or formatting to arrangements or style, while honoring the 

constraints and spirit of the genre and the purpose of the work itself.    

3 (Mid-level Pass): Engaging proposition that has relevance within the field. 

However, not all aspects of the material are equally well-treated, so that the 

significance of some aspects of the text is not as clear as others.  For instance, 

some evidence or reasons may be familiar and predictable.  The author may 

not fully set up the context of the topic, so the audience cannot fully 

appreciate its relevance or contribution to the field. Or, the writer may do a 

good job of synthesizing sources and making connections but some of the 

connections made may feel predictable rather than novel insights. Overall, the 

writer is able to support a relevant proposition and establish relevance to the 

field but the reader may not feel consistently convinced of the work’s 

originality of contribution or style.   

2 (Pass): The text will be on a topic that relates to the course, but is overly 

generic and familiar. The author has not effectively established the relevance 

of their work or engaged the reader. The essay will have reasons and evidence, 

but these will be formulaic and will not provide any deeper insights into the 

field of study than what the reader is already familiar with. The author does 

not highlight novel connections between research or demonstrate a new 

approach to a problem. The writer is able to grasp the basics of writing, but 

approaches it in a manner that is formulaic rather than strategic, and lacks 

significance in the field. 

1 (Fail):  Insufficient understanding of how to come up with an appropriate 

topic, proposition, or evidence. Inability to grasp how to produce a work that 

is relevant and significant to the field.   
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Rhetoric: 

4 (Distinguished Pass):  The author is masterful in tailoring their content to 

their particular audience, demonstrating a real awareness of what the reader 

knows, believes, and values, as well as the expectations and motives a reader 

brings to the work. The writer is thoughtful, attentive, respectful of the reader, 

and strives to inform as well as shape the reader’s attitude. The level at which 

information is presented matches that of the reader, and strategies such as the 

use of examples or figures to illustrate a point are pitched precisely to engage 

and persuade the reader.   The selection of reasons and evidence demonstrates 

a writer in tune with the target audience(s), as does the use of voice and tone. 

Organizational and other signposts (boosters, hedgers, temporal signals) show 

strong rhetorical awareness, as does the arrangement of the reasons, the 

content, and the consistent style of the text. Overall, careful attention has been 

paid to the most effective way to convey and supplement propositional 

content, resulting in a successful transfer of ideas to the reader. 

3 (Mid-level Pass):  The author clearly demonstrates an effort to take the 

reader into consideration; however, in a few areas the writer may be less 

successful in translating this into a rhetorically aware text. For example, the 

author may not have a precise enough grasp of the target readers’ needs and 

prior knowledge. The premises might not be quite attuned to the target 

audience, or some specialized language might not have been sufficiently 

defined (or in turn may be too extensively defined). The author may have 

chosen premises, reasons or examples that were logically valid but perhaps 

not as persuasive and geared toward the target reader as they might have been. 

The voice, tone, and style are suitable to the audience and in some aspects of 

the text demonstrate a strong awareness of the reader. Overall, the writer does 

have the reader in mind but here and there exhibits an inconsistency or lapse 

in awareness. 

2 (Pass):  The author has demonstrated some ability to consider their audience 

when writing; however, there are consistent indications that the author has 

focused on internal logic and subject matter to the point of neglecting how 

best to convey and tailor these to the reader. For example, the premises may 

be legitimate but not necessarily attuned to the target audience, or the writer 

may not give consideration to how best to organize the material to help the 

reader grasp it. There may be an excess of undefined or unnecessary jargon, or 

a tone that is not appropriate to the genre. While the reader is able to follow 

the writer’s line of reasoning, there may be areas where the reasons are 

ineffective due to a lack of background information or explanation to illustrate 

the point. The writer grasps the basics of writing, but is unable to fully 

persuade or inform the reader of his or her ideas or, in short, to keep the 

reader’s needs in mind.    
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1 (Fail):  Does not demonstrate an awareness of writing to an actual audience 

and is unable to tailor writing to target readers. The author is not effective at 

taking the knowledge that they have and communicating it to the reader. He or 

she does not use good strategies for selecting or organizing their reasons. No 

consideration is given to the best way to present the content so that the reader 

is able to follow and engage with the text. 

 

Genre: 

4 (Distinguished Pass):  The writer demonstrates a deep understanding of the 

genre, which means not only adhering to the formal features of the genre (for 

example, titles, subheadings, particular kinds of content and language) but 

also how these formal features are connected to the social purposes of the 

genre and its relationship to readers (consider, for example, the different social 

purposes and relationships to readers one finds in comparing the title of a 

newspaper story, a novel, an article in a medical journal). Understanding the 

formal features as making possible certain kinds of social actions or 

relationships with readers, genre knowledge entails understanding what 

readers expect from the genre, what reader/writer relationships the genre 

creates and generates, how, when, where and why to use one genre rather than 

another, and what the motives are of the genre’s author and readers--how, in 

short, one’s readers put to use each of these formal features. A distinguished 

writer would be aware of which content is obligatory, and the extent to which 

the genre places responsibility on the writer to explain and predict for the 

reader, or on readers to do their own predictions and explanations 

3 (Mid-level Pass):  The writer generally demonstrates solid understanding of 

the formal features of the genre but does not appear to fully grasp how these 

features are tied to fulfilling the purpose and social actions of the genre. Thus, 

for example, the author may provide a conclusion, in keeping with the formal 

features of the genre, but the author does not understand the social purpose of 

the conclusion in that particular genre (for example, in some genres the 

conclusion is a recapitulation of the text; in others, it describes and demands a 

call to action; in still others, it points to challenges, implications, or new 

developments). A writer who recognizes the formal features but does not fully 

understand the social features of the genre may thus be able to recognize and 

fulfill the social/purposeful expectations of some of the formal features, but 

not others; for example, unable to distinguish one type of conclusion from 

another, or why such distinctions are essential to fully realizing a genre’s 

demands.   

2 (Pass):  The author is able to identify and execute most of the formal 

features of the genre, but does not demonstrate an understanding of its purpose 

and social features. Instead, one feels that the writer is at the stage of filling a 

form and thus grasping the work itself as formulaic.   
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1 (Fail): Insufficient understanding of the genre and inability to generate a 

piece of writing that resembles the formal features of the genre.   

 

Presentation: 

4 (Distinguished Pass): The writer submits a polished manuscript, which is to 

say carefully organized, proofread, properly formatted, cited, nearly or 

entirely error-free and impressive in its attention to presentation in all aspects. 

Presentation focuses strictly on surface features, from grammar/mechanics to 

pagination and aesthetics.   

3 (Mid-level Pass):   The writer submits a generally clean manuscript, though 

there may be a few errors in grammar/usage, or a few signs of carelessness with 

such things as formatting, ordering of documents, inconsistent citation 

practices. These errors, however, do not distract significantly from the reading 

experience. 

2 (Pass):  The writer has some issues with grammar/usage but demonstrates 

basic competence with standard edited American English. There may also be 

some issues with inclusion or ordering of documents, formatting, or citation 

practices that are sufficiently distracting to call attention to problems with the 

quality of the presentation, but not so distracting that they interfere with the 

ability to read and assess the text.    

1 (Fail):  Significant problems with presentation-—for example, issues with 

language proficiency, grammar/usage, missing documents—that prevent the 

reader from being able to understand or assess the text.   

  

 


